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Preface

These proceedings are the refereed papers presented at the symposium on "Diagnostic
Techniques for Semiconductor Materials Processing" that was held as part of the 1993 Fall
Meeting of the Materials Research Society in Boston, MA. The symposium focused on
various aspects of process diagnostics anr device processing. Diagnostic techniques which
were considered fell into two classes: invasive and non invasive. Optical characterization
techniques were the most widely applied characterization tools used in both materials and
process monitoring. Techniques such as reflectance difference, ellipsometry, reflectance,
absorption, light scattering, photoreflectance, Raman scattering and thermal wave modulated
reflectance were shown to be powerful probes of various materials properties. The materials
properties that were probed included surface stoichiometry and morphology, etch damage,
Fermi level pinning position and thin film properties such as thickness, alloy content, and
interfacial roughness. Real time diagnostics such as ellipsometry and reflectance difference
were shown to be sensitive tools of materials properties during processing. These
techniques show promise of sophisticated feedback control of matetials growth. In the area
of process diagnostics many techniques such as Langmuir probe, optical emission, mass
spectrometry, IR reflection and absorption were shown to be powerful tools of various
process parameters including reactive species concentrations, reaction products. and residual
gases in chamber.

The symposium broight together participants from academic. industry, and government
laboratories. There is great interest in the development of diagnostic techniques for device
fabrication. The application of diagnostic tools utilized in research to manufacturing
environments was an underlying theme in the papers presented. As the research interest in
this area grows, further and more exciting developments are expected in integrating
processing and process diagnostics. The quality of the papers presented and the interest and
discussions that were simulated indicated that process diagnostics will continue to be an
active research and development area for semiconductor processing.

O.J. Glembocki
S.W. Pang
F.H. Pollak

G.M. Crean
G. Larrabee

May 1994
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REAL-TIME SURFACE AND NEAR-SURFACE OPTICAL DIAGNOSTICS
FOR EPITAXIAL GROWTH

D. E. ASPNES
Department of Physics, NCSU, Raleigh, NC 27695-8102 USA

ABSTRACT

Various optical diagnostics are being developed to meet new challenges in semiconductor
epitaxy. New data-analysis algorithms allow near-surface alloy compositions and interface pro-
perties to be obtained by kinetic ellipsometry (KE) without any knowledge of the underlying
sample structure. New information about growth is being obtained by surface-oriented probes
such as laser light scattering (LLS), surface photoabsorption (SPA), and reflectance-difference
(-anisotropy) spectroscopy (RDS/RAS). Examples are provided and likely directions of further
progress discussed.

OVERVIEW

The technology of. epitaxial growth is facing increasingly difficult challenges. New
materials such as wide bandgap semiconductors and epitaxial metals, more complex device
structures such as vertical cavity surface-emitting lasers, increasingly stringent tolerances on
layer compositions and thicknesses, emphasis on selective-area epitaxies for growing quantum
structures, the general trend away from simple physical to complex chemical deposition
methods, and the need to maintain satisfactory yields despite increasing economic pressures are
relentlessly moving the field toward obtaining accurate information about the sample during
growth. While the ultimate goal is closed-loop feedback control, the more modest and currently
achievable target of real-time monitoring will already allow conditions to be modified on-line to
meet composition and thickness specifications, and will provide records by which causes of
downstream failures of complex devices can be identified and eliminated.

To meet these cha 'lenges attention is being directed toward epioptics, the optical study of
surfaces and near-surface regions, to use a term recently proposed by McGilp.' Near IR-
visible-near UV surface-diagnostic techniques now in relatively common use include laser
light scattering (LLS), 2

-
4 second-harmonic generation (SHG)5 and its generalization, sum-

frequency generation,6 IR absorption spectroscopy (IRAS),7 surface differential reflectance
(SDR) in its normal incidence$ and p-polarized Brewster-angle (surface photoabsorption
(SPA)) 3 '9 ° 12 forms, the ellipsometric equivalent of SDR, 13 and reflectance-difference
(reflectance-anisotopy) spectroscopy (RDS/RAS).

14 - 24

These approaches achieve surface sensitivity, and in some cases specificity, by using
spectral dependence to identify or symmetry to enhance the surface contributions to the overall
optical signal. In LLS the measured property is the diffusive scattering that occurs if the surface
becomes rough. SHG deals with second-harmonic light that is generated when an intense pho-
ton beam interacts with the sample. In RDS the measured property is the sample anisotropy.
SHG and RDS are surface specific because the surface has a different symmetry from that of the
bulk. IRAS achieves surface specificity because IRAS data are obtained in spectral regions

3
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where the substrate is transparent. Both SDR and SPA deal quantitatively with the changes that
occur in reflectance when surface conditions are changed, although SPA achieves higher sensi-
tivity through the use of p-polarized ight at pseudo-Brewster incidence. SHG, RDS, and IRAS
are true surface spectroscopies because they can obtain information about surfaces under
steady-state conditions, although most early and much recent RDS data were obtained in the
SDR mode. The current sensitivities of SDR, SPA, and RDS are now significantly better than
0.01 monolayer (ML). Although not an optical probe in the usual sense, X-ray diffraction is
now providing real-time information from another perspective. 25

While surface information is necessary for understanding basic mechanisms, the impor-
tant parameters for control purposes are actually bulk properties, specifically layer thickness
and composition. Because neither is directly related to surface conditions, these quantities must
be determined by bulk-oriented probes such as spectroreflectometry (SR)26 and spectroellip-
sometry (SE), 27-35 which return information integrated over the penetration depth of light. SR
determines the scalar reflectances R =I r. 12 , Rp = I rp 12, or R = r 12, where r., rp, and rn are
the complex reflectances for s-polarized, p-polarized, and normally incident light, respectively.
SE determines the complex reflectance ratio p = rp/rs. This is often expressed as a pseudo-
dielectric function <a> = <cl> + i<e 2 >, which is defined as the dielectric function of the
hypothetical uniform substrate that would give the observed value of p. Although both
reflectometry and ellipsometry require optical access to the sample, problems concerning win-
dow deposits and strain can be eliminated with proper design. 6

Reflectometry has long been used by the optical-coatings industry for real-time charac-
terization of thicknesses and average compositions of depositing films.37 However, much of
semiconductor technology is based on samples consisting of many layers some of which may be
only a few A thick and some of which may have graded compositions. For these systems nei-
ther reflectometry nor Fresnel analysis is adequate. Ellipsometry and minimal-data analysis
approaches must be used.

Minimal-data or virtual-interface (VI) algorithms are a new development that has
significantly advanced analytic capabilities by providing a means of determining near-surface
properties of depositing materials from optical data without any knowledge whatever of the
underlying sample structure.2 .3 8 This eliminates the two major weaknesses of Fresnel analysis,
error propagation and instability. The implications are substantial, because it is now possible to
analyze arbitrarily thin layers, which is precisely what is needed for closed-loop feedback con-
trol. As an example of the power of this approach, the Bellcore group used VI analysis of KE
data to grow AlxGal-.As quantum structures with continuously graded compositions where the
composition x was regulated to within several percent by analysis of the running outermost 3 A
of depositing material.30

The epioptics field is expanding so rapidly that a complete summary is not available,
although more comprehensive reviews have been written.39 To provide a perspective for
further discussion I divide the parameters associated with epitaxy into three categories: pri-
mary, secondary, and tertiary. The primary properties are layer thickness and composition,
especially near-surface composition, because if these cannot be grown to specification there is
no point in continuing. Secondary properties are sample characteristics that are determined by
surface conditions, such as doping levels, interface widths, and spontaneous bulk ordering of
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alloys. Tertiary properties are those associated with the growth environment itself, such as sam-
ple temperature, chamber pressure, types and fluences of reactants, etc. Although tertiary
parameters have received the most attention, the nonlinearity of chemical processes, the
extreme example of which is atomic layer epitaxy (ALE),0 ensures that growth control would
not be a solved problem even if all tertiary parameters were known exactly. This will become
even more relevant when nonlinearities are exploited specifically, for example using ALE to
achieve uniformity over multiple wafers in a production reactor. Also, when thickness and
composition are controlled directly small drifts in growth conditions can be compensated as
they occur. Accordingly, primary and secondary properties are the appropriate focus here.

INTERFACES; NEAR-SURFACE COMPOSITION

Because the determining the thickness and composition of evolving layers from kinetic
data is a different problem from that of determining layer thicknesses and compositions of fabri-
cated samples, it is not surprising that alternative analytic approaches exist. VI analysis
represents an interesting case, because the determination of the properties of an outer layer
independent of any knowledge of underlying structure seems to defy conventional wisdom.

The essentials of VI analysis can be understood with the help of Fig. 1, which shows a
theoretical <e> trajectory for the sequential deposition of InAs and InP on an nP substrate that
already contains a buried dielectric discontinuity from a previously deposited InAs layer. The
trajectory consists of a piecewise combination of approximately exponential spirals each of
which would converge on the dielectric function a0 of the overlayer if deposition were to con-
tinue until the film was optically thick. If the dielectric responses of the materials involved are
not too different, any given <a> spiral can be is defined to good accuracy by any point on it and
its focus. (For r, and rp, spirals are exactly definable in this way with no restrictions on the
dielectric responses.) Consequently, if the identity of the depositing material is known informa-
tion about deeper layers is not needed. In the application indicated in Fig. 1, the thickness of
the buried InAs layer can be determined by the offset between the two spirals formed by deposi-
tion of InP. This approach has been used recently to quantitatively analyze the amount of As
exchanged with P on (001) InP upon exposure to As.32

The method by which a0 (and therefore composition) of the outermost layer can be deter-
mined by VI analysis is more subtle, but can be understood by recognizing that at any given
wavelength the substrate can communicate with the surface through only the transmitted and
back-reflected modes. In a reflectance or ellipsometric measurement where only ratios are
important, this means that for any wavelength the entire history of the sample is summarized in
a single complex parameter, which can be viewed as the reflectance r, of a virtual interface v
within the material. If the deposition rate is known, P. and r, can both be determined exactly
from r, or rp if either are known at the start and finish of layer deposition. 3 In the limit of zero
thickness, or more generally for data acquired continuously during deposition, this condition
reduces to a knowledge of the value and thickness derivative of r, or rp. For p or <E> the
analysis is not exact, since r, and rp generally involve different values of r,. However, if one
assumes that the values of r, for both r and rp arise from the same virtual substrate, an approxi-
mate analytic solution can be obtained.38 For epitaxy the virtual substrate approximation
(VSA) is accurate to better than 0.1%.
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Fig. 1. Calculated <e> trajectory for sequential deposition of InAs and InP on an InP substrate
containing a buried dielectric discontinuity.

Fig. 2. Compositional data for a 200-A-wide parabolic quantum well grown by closed-loop
feedback control. Top: data and target values; middle: diflerence; bottom: control voltage
(after ref. 30).

The VI method is structurally quite different from the Fresnel approach, which makes use
of only the most recent values oftr, rp, or p together with sample properties determined from
previous iterations. The weakness of Fresnel analysis is its feed-forward character, or use of
previously established sample parameters, which makes it extremely sensitive to cumulative
error.

An example of an application of VI analysis is given in Fig. 2, which shows real-time
data pertaining to the growth of a 200-A-wide Ai1 Gal-,As parabolic quantum well where the
compositions shown at the top were determined from a VSA analysis of <e> data acquired at
0.65 s intervals.30 The target composition is the solid curve. Discrepancies relative to target
values, shown in the middle, were corrected automatically by having the computer adjust the
flow of the Al-contining species, triisobutyl aluminum (TIBAI), to the growth surface. The
control voltage is shown at the bottom. The results are noteworthy not only because they are
the first (and so far only) example of closed-loop feedback control of epitaxy, but also because
x was determined by analysis of the running outermost 3 A of depositing material. 3°

More generally, if the VSA is valid but neither composition nor deposition rate are
known, five parameters must be determined. This requires the second derivative (curvature) to
be established as well, which usually requires measurements over some los of A. In fact,
without kno'ing the convergence point of a spiral it is not possible to determine its scale and
therefore eo, because the magnitude of the first derivative is needed in the VI calculation. If the
VSA is not valid then all 7 parameters must be determined by curve fitting, as has also recently
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been noted by Urban and Tabet.41

HIL SURFACE ANALYSIS

The development of all optical surface-analysis probes has taken a common path, which
begins with kinetic studies at a single wavelength, progresses to spectral kinetic measurements.
then (if the technique permits) advances to detailed spectral analyses of surfaces under steady-
state conditions. LLS is in stage 1, SPA is now moving into stage 2. and RDS/RAS is in stage 3.
As the sensitivity of SHG and Raman scattering is still improving and samples at growth tem-
perature are not sufficiently transparent to allow conventional multiple-internal-reflection
IRAS, I discuss only the first three.

A. LLS

While LLS has long been used as a means of visually assessing surface morphology dur-
ing molecular beam epitaxy (MBE) growth, recent applications are more quantitative. Pidduck
et al. used LLS to investigate step flow in Si CVD.2 Horikoshi et al. used LLS to detect the
onset of Ga droplet formation in GaAs homoepitaxy, thereby identifying when saturation cover-
age had been achieved.3

Celii et al. recently used LLS to determine the critical thickness of lnGal - xAs layers
grown on GaAs, taking advantage of the connection between surface roughness and misfit
dislocations.4 The Celii et al. data are shown in Fig. 3. The sample consisted of a superlattice
of 46 A layers of InO.t6GaO.g 4 interleaved with 170 A thick layers of GaAs on a GaAs substrate.
Growth proceeded pseudomorphically up to the sixth layer, when the surface began to roughen
as shown by the increase of scattered light. Roughness continued to increase during subsequent
growth. TEM micrographs showed that the associated dislocations were forming ridges 8-10 A
high in the (110) direction. A similar anisotropy in the relaxation of InP films deposited on
GaAs on Si was studied by Acher et al. using RDS.15

B. SPA

Another experimentally simple approach that has seen widespread application is SPA.
Most work has involved single-wavelength kinetic studies, but spectral data has recently been
repotted.' -12 Not surprisingly, spectral information increases diagnostic power substantially.

A kinetics application illustrating control possibilities for ALE is shown in Fig. 4.10 This
figure shows the SPA response of an AsH 3-saturated (001) GaAs surface that is exposed to
trimethylgallium (TMG) at different temperatures during OMCVD at approximately 4-6 kPa
pressure. The 470 'C data exhibit a well-defined plateau, indicating self-limiting growth.
Differences of substrate temperatures of only 20 *C are difficult to measure on an absolute scale
but are clearly seen here. This allows ALE conditions to be established precisely. Kobayashi et
al. also demonstrated a correlation between the change in SPA signal during H2 purging and the
sheet hole density, showing a connection between surface conditions and dopant incorporation.
This was interpreted as being due to attached methyl groups.'0
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erated when the critical thickness is reached at the onset of the sixth InGaAs layer cause
increased scattering (after ref. 4).

Fig. 4. SPA data obtained by exposing an AsH3-stabilized (001) GaAs surface to TMG during
OMCVD at several substrate temperatures as indicated (ater ref. 10).

An example of an SPA application involving spectral measurements is given in Fig. 5. 12

These data were obtained by exposing a AsH3-stabifized (100) GaAs substrate in an OMCVD
growth environment to GaCi and triethylgallium (TIEG). The TEG was used to generate a refer-
ence spectrum for a Ga-terminated surface. Because the GaCI-eqposed surface exhibits essen-
tially the same spectral respons e for both (011) (shown) and (011) orientations of the plane of
incidence, the data indicate that the GaCI- and TEG-exposed surfaces are equivalent, possibly
even identical, and that the GaCl-exposed surface is also terminated with Ga.

TC. RDS/RAS

RDS/RAS is now an es ta blished technique for obtaining information about the electronic
structure of growth surfaces and kinetic information concerning surface-reactant interactions.

Because RDS can analyze surfaces under steady-state conditions it avoids the "which-surface"

ambiguity inherent in methods such as SPA that cam pm;u acquire data by modifying the sur-
face. Recent attention has focused on the optical equivalent of RHEED oscillations,19 21 exten-

Asion to phosphide-containing species,2 application to interfaces such as Si-SiO2,24 improve-
ment of theoreobteatments,4  4 and the determination of mechanisms of ALE growth.s

The most thoroughly investigated surface to date is (001) GaAs, which was studied under
a wide range of Conditions by Kamiya et al.16s 1a Using RD data taken on surfaces prepared by

yMBE and independently characterized by RHEED, Kamiya et al. demonstrated that (001) GaAs
surfaces in UHV and in atmospheric pressure (AP) H 2 were virtuare eqival, and identified
reconstructions that occur on (001) aCAs surfaces under OMCVD growth conditions. The
UHV - AP H2 comparison data are shown in Fig. 6.16 The striking Similarity Shows that the
surfaces a very similar, possibly idente optical equivalentirofReEDs. Toreiltical calculetons
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Fig. 5. SPA spectra obtained by exposing an AsH3-stabilized (100) GaAs surface to GaCI and
TEG during OMCVD (after ref. 12).

Fig. 6. RD spectra for (001) GaAs surfaces prepared in UHV by MBE (dashed curves) and in
AP H2 by OMCVD (solid lines) (after ref. 16).

identified the structures near 1.9 and 2.6 eV with transitions involving Ga-Ga and As-As surface
dimers, respectively, so these features can be used to track the relative surface concentrations of
these surface species."4 The OMCVD region of the As-pressure/sample temperature phase
diagram was found to be an extension of the MBE region, providing further evidence of the
essential similarity of (001) GaAs in the two environments and also showing that under typical
OMCVD growth conditions the (001) GaAs surface is c(4x4)-like, that is, terminated by 2 outer
layers of As instead I as in MBE. The work also showed that these higher As coverages were a
consequence of the vastly higher As partial pressures encountered in OMCVD, which at any
given temperature push the equilibrium point to higher As coverages. Recent data obtained
during growth have confirmed these conclusions.2Z 23

Another process of considerable current interest is ALE. The absence of real-time data
has produced many models but no clear consensus concerning basic mechanisms. To investi-
gate this process, the Bellcore group took advantage of the cyclic nature of the process to syn-
thesize RD spectra at 150 ms intervals over a 40 s cycle consisting of a 10 s exposure to AsH3
in H2 , a 4 s exposure to H2, a 7 s exposure to TMG in H2, and a 19 s exposure to H2.'1 The
data, shown in Fig. 7, reveal that AsH 3 exposure produces as expected a c(44) reconstruction
(spectra 3 and 36), and that this termination is hardly perturbed by initial exposure to TMG
(spectrum 39). This observation alone eliminates essentially all previous models of ALE, which
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view the process as one where the (001) GaAs surface switches between single-layer coverages
of As and Ga with the latter possibly terminated by methyl radicals. Continuing TMG exposure
produces a change that is nearly linear in time, consistent with an excluded-volume mechanism.
However, although spectrum 81 at the end of the TMG phase is similar that of the (2x4) recon-
struction of Fig. 6, its details do not correspond to any reconstruction previously observed. One
possibility is that the surface is terminated by methyl radical. Another is that TMG forces a
reconstruction that is metastable and cannot be reached without the presence of TMG. Further
work is needed to resolve the issue.
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Fig. 7. RD spectra of (001) GaAs at different times during an ALE cycle. AsH 3 flow was ter-
minated at spectrum 36. TMG was initiated at spectrum 39 and terminated at spectrum 81.
AsH3 flow was resumed at spectrum 206 (after ref. 18).

Fig. 8. RD oscillations observed during OMCVD growth on (001) GaAs at H2 and AsH3 pres-
sures of 100 mbar and 70 Pa, respectively, and a sample temperature of 502 'C. TMG pressures
are as indicated (after ref. 21).

Probably the most interesting recent development is the systematic observation of rela-
tively large oscillations during OMCVD that correspond to oscillations seen with RHEED in
MBE.45 An example is given in Fig. 8.21 Conditions that maximize this effect have now been
established for both low 19 and high2' reactor pressures. The oscillations shown in Fig. 8 were
obtained at the photon energy of 2.65 eV, at which the contribution of surface As dimers is a
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maximum. As in RHEED, each oscillation accurately represents growth of I ML of material.
The mechanism giving rise to these oscillations is not understood, although it is clearly a
cooperative phenomenon involving oscillating As-As surface coverage probably between par-
tial single and double layers. Similar oscillations have been observed with tertiarybutylarsine
(TBAs). 21 Deppert et at. have used these oscillations to measure growth-rate nonlinearities at
the onset of growth by low pressure OMCVD. 19

In recent analytic work, Hinged et al. derived relations for connecting measured SPA
anisotropies to RD spectra, allowing RD databases to be used in the interpretation of SPA
results.4 These results open the possibility of more detailed analyses through a combination of
SPA and RDS.

Although not pertaining directly to epitaxial growth, Wormeester et al. recently used
ellipsometry to determine the RD response of surface states on t- , (2x 1) reconstruction of (001)
Ge. 2° Work on (001 surfaces of Si and Ge is important because results involving simpler

materials may stimulate further theoretical analysis of surface induced optical anisotropy
effects. Because optical anisotropies are so small, their accurate calculation represents a for-
midable theoretical challenge.42-

44 However, Morris and Matthai have recently used an ab ini-
tio pseudopotential approach to obtain the first accurate calculation of an RD spectrum of a
reconstruction on (001) GaAs, specifically the (2x4).43

IV. FUTURE DIRECTIONS

Real-time optical characterization will clearly become increasingly important not only as
a result of further refinements but also with respect to applications to new materials systems.
Rapid data acquisition will be required for controlling growth of multinary systems. Parallel
and serial versions of rapid-scan ellipsometers have been developed and their capabilities
explored by Collins et al.2 9

,
35 and Duncan et al.33 The use of optical multichannel detection

with SPA and RDS will allow surface reconstructions in OMCVD to be assessed at a glance, as
is now done with RHEED in MBE. Since VI analysis is exact, it has made the development of
normal-incidence complex reflectometry as an alternative to SE for the real-time analysis of
very thin films much more attractive. Although the technological obstacles are formidable, an
added advantage is that most deposition stations already provide normal-incidence optical
access to the sample.

Growth chambers must also evolve to meet the specific needs of optical measurements.
Requirements not only include optical access to the sample through transparent, strain-free, and
deposition-free windows, but also the development of runout-corrected and vibration-free sam-
ple mounts and manipulators as recently discussed by Maracas et al.34 Although samples are
often rotated for uniformity during growth, this may prove to be an advantage because ellip-
sometric data obtained with rotating samples will contain an RD-like component that can be
analyzed for surface coverages using standard RD databases.46

The near-term future should also see substantial advances in capabilities and applications
of SHG, SFG, IRAS, and Raman scattering. To achieve a detailed understanding of growth
mechanisms these approaches must be developed, because the analytic capability of visible-
near TJV linear optical techniques to determine surface chemistry is limited. However,
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nonlinear and IR interactions with surface species are weak, making this a genuine challenge,
but new high intensity sources such as free-electron lasers may make such measurements feasi-
ble. Approaches dealing with lateral inhomogeneity by the use of small spot sizes, 7 imaging,47

or direct analysis" also need to be developed to deal with the increasingly important
phenomenon of selective-area epitaxy.
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Abstract

We briefly review the optics of ellipsometry, followed by discussions of a series of
example applications of the technique including single films on a substrate; multilayer
stacks common to silicon integrated circuit fabrication; flat panel display materials, and in
situ semiconductor growth and deposition control.

Ellipsometric Fundamentals

There are several common optical configurations for ellipsometers, including use
of retardation modulators, and rotating polarizers. 1 The configuration shown in Figure 1
has a fixed polarizer, sample, and rotating polarizer (analyzer).2, 3 A monochromatic,
linearly polarized, collimated light beam is incident on the material of interest at an oblique
angle of incidence. Typically this angle is 65' to 750 measured from the sample normal.
Figure 2 shows why it is highly advantageous to have both spectroscopic and variable
angle capability. The sensitivity for accurate measurement of an unknown material
parameter such as layer thickness or alloy fraction is highly dependent on both angle of
incidence and wavelength.

Detector Polarizer
Computer Controlled

- Analyzer
Computer

FEl-ect-ro n-ic__
Control

00 000 Monochromator
light source

Figure 1: Variable angle of incidence spectroscopic ellipsometer.
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Figure 2: Change in calculated delta for a 1.0 % change in the AIGaAs alloy fraction for
the sample shown. Note the strong dependence ofthe sensitivity on both wavelength and

angle of incidence.

Ellipsometers measure a complex number p=tankV exp(jA) and data are often
expressed in terms of w and A (or tany and cosA). p=rpIrs where r and rs are the
complex Fresnel reflection coefficients derived from solving Maxwels' equations of
electrodynamics at the interface between two optically distinguishable media. I The
Fresnel coefficients are functions of the angle of incidence, the complex optical index of
refraction of the materials in the sample, and the layer thicknesses in multilayer materials.

Because the Fresnel coefficients for multilayered media contain a large number of
algebraic terms the desired optical constants and layer thicknesses can not be solved for
directly from the measured p as a function ofangle and wavelength. I Instead, a model for
the physical structure needs to be constructed, based on best estimates of the nature and
dimensions of the actual sample. That model is the basis for calculating predicted Y and A
spectra. Next, experimental y and A data are acquired, and a comparison between
experimental and calculated 4 and A is made. We use a biased estimator for this
comparison, given as

.= O2j or-2,

where C and M signify calculated and measured respectively, and oi are the standard
deviations of the measurements 4

The set of parameters is next found which minimizes the biased estimator, using
the Levinberg-Marquardt algorithm in a regression analysis5. The resulting set of
parameters is then examined to determine the physical realism of the values. For example,
if a layer thickness was known to be near 15mn and the regression resulted in a value of
250nm then the reasonableness of the originally assumed model must be re-examined.
That is, the technique is model dependent. Luckily there are a huge number of examples
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where the results are reasonable, and parameter values found to be in excellent agreement
with the same parameters obtained from other techniques6 . These methods include cross
sectional transmission electron microscopy and Rutherford Backscattering, for example.7

The advantages of ellipsometric materials analysis are that it is non-destructive,
rapid, non-invasive (even photoresists are not "exposed" by the light beam), and that it
works in a variety of ambients including air, vacuum, and even under liquids. Additionally
ellipsometry is submonolayer sensitive.

A. Transparent Thin Films.

To illustrate the monolayer sensitivity of spectroscopic ellipsometry, Figure 3
shows an "environmental chamber" in which dry, high purity air is passed through a "baby
oil" bubbler to deposit an extremely thin film of oil on an iridium metal substrate. Iridium
will be used as the mirror surface by NASA on its X-ray telescope to be launched in 1999.
Mirror contamination detection is a concern. The baby oil experiments were preliminary,
to demonstrate the high sensitivity of ellipsometry to hydrocarbon contamination.

Sample

J ~From Bubbor-

Figure 3: Environmental chamber for contamination studies with VASE.
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Figure 4 shows the change in thickness vs time during baby oil condensation.
Notice that the changes in thickness are at a rate of about 0.05 ram per minute with a noise
level of less than an atomic monolayer.

Thickness Change of Baby Oil Vs. Time
40 I I I

20

10-

0 20 40 60 80
Time in Minles

Figure 4: Dynamic VASE data for baby oil contamination of a surface.

Figure 5 shows the ordinary and extraordinary branches of the index of refraction
determined ellipsometrically of a polyimide film 957 nm thick on a silicon wafer. Thus the
dispersion relations of both isotropic and anisotropic optical thin films can be determined
by ellipsometry.

2.00

1.90

-- extraordinary index

1.70-1.60 ---------------------------------------------------------------

400 Soo 600 700 800 900 lO0t0
Wavelength in nm

Figure 5: Ordinary and extraordinary indices of refraction of a 957 nm polymer film,
from analysis of VASE data.
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Another interesting experiment is shown in figure 6 where the index and extinction
coefficient of a photoresist are shown before, during and after exposure to light. The
eilipsometer used for these measurements had the monochrometer ahead of the sample
(rotating analyzer eilipsometer) and thus minimally exposed the photoresist during
measurement. Thus the dynamics of photochemical reactions can be studied.

1.90 I

Unexposed
----------minute

g 180 22miutes1.80-- 3 minutes
-- 4 minutes
- - 5 minutes
- minutes

--.70 ------- Ominuts
--15 minutes

i.60 .I , C I ,
200 400 800 1000Wavelength in n

0.15

0.12 Unxposed
S1minute

- -2minutes
S0.09 3minutes

-4 minutes
minutes

-7 minutes
8 00610 minutes

-. ~ 1 -Iminutes
t 0.03

0.00
200 400 600 800 1000

Wavelength in nm

Figure 6: Photoresist optical constants as a function of UV light exposure, as obtained
from analysis of VASE data. Note the bleaching of the absorption peaks below -460 nmn.

A final note in this section is that the index of refraction and thickness of very thin
films are often correlated variables8 . Thus neither can be uniquely determined when both
are unknown. The thicker the film the generally lower is the correlation of these
parameters. Thus ellipsometry can determine both n and thickness for films thicker than a
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few tens of nm Separation of n and t is not possible by normal incidence reflectance
measurements for films of any thickness. Another way to decorrelate n, k, and the film
thickness is to combine ellipsometry with optical transmission9 . In this way film thickness,
optical constants, and vertical index grading profiles can often be determined uniquely,
This is illustrated in figure 7 where the index of indium tin oxide (ITO) vs depth is plotted.
Additionally ellipsometry plus transmission permits measurement of the dispersion of the
index of refraction and extinction coefficient, as seen in figure 8. Note the basic optical
bandgap absorption starting near 300 nm (-4eV), as well as the Drude edge optical
absorption in the near infrared. The Drude edge is determined by the number of free
carriers and the effective mass of these carriers and is thus related to the electrical
conductivity. Thus ellipsometry provides a quick non-destructive optical measurement of
the electrical conductivity of these transparent conductors.

2.0

1.80

-50 0 50 100 150 200
Distance from Substrate in nm

Figure 7: Depth profile of the index of refraction at 500 nm of an indium tin oxide (ITO)
film on BK7 glass, obtained from simultaneous analysis of VASE and transmission data.
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Figure S: Optical constants of indium tin oxide (ITO) obtained from analysis of VASE
and transmission data for an ITO film on BK7 glass.

B. Films for Semiconductor Circuits.
There are numerous materials used in integrated circuit manufacture for which

ellipsometry is highly effective as an analytical tool7' 10, 11. These include: I) Natural
and thermal oxide thicknesses; 2) Poly-silicon microstructure including amorphous
silicon fraction along with layer thickness and surface roughness. 3) Metallization
including titanium and titanium nitride. Figure 9 shows a comparison of ellipsometrically
determined thicknesses for a semiconductor structure with thicknesses determined by
calibrated cross sectional transmission electron microscopy. Excellent agreement is
found7 . Note that ellipsometry non-destructively determined five layer thicknesses and
the void fraction in the poly-si layer, a total of six variables.

Layer thickness (rnm) VASE XTEM

Silicon dioxide (native) 5.4 nm 5.0 inn
Silicon Nitride 15,2 nm 16.0 nm
Silicon Dioxide 33.1 nm 33.0 rim
Poly-Si: 96% c-Si, 323.4 nm 320.0 nm
4% voids
Silicon Dioxide 31.6 nm 30.9 nm
Silicon Substrate Substrate

Figure 9: Comparison of ellipsometrically determined thicknesses for a semiconductor
structure with thicknesses determined by calibrated cross sectional transmission electron

microscopy.
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C. Patterned Flat Panel Display Structures.
Figure 10 shows the index of refraction dispersion of a ZnS:Mn electroluminescent

layer in a stack consisting of SiOxNy/ZnS:Mn/SiOxNy/Patterned ITO/glass. Along with
the index of refraction, the Cauchy coefficients representing dispersion in the SiOxNy
layers (and thus the x-value) as well as the thicknesses of the four layers were determined.
Thus spectroscopic ellipsometry can be very effectively used for diagnostics on
commercially important flat-panel display multilayer materials. Mapping of properties
over the area of the panel can also be done.

2.40

2.35

0e 2.30

o 2.25

. 2

2.15
500 600 700 800 900 1 000

Wavelength in nm

Figure 10: ZnS:Mn Index of refraction, from VASE analysis of patterned four layer
sample containing a one micron ZnS:Mn film.

D. Control of Superlattice Growth by Molecular Beam Epitaxy (MBE).
A final example of applications of spectroscopic ellipsometry is the monitoring and

control of depositions. Shown in figure 11 is an ellipsometer that takes data
simultaneously at 44 wavelengths in a fraction of a second. Examples of its use include
MBE and metal organic chemical vapor deposition (MOCVD) crystal growth, electron
cyclotron resonance (ECR) etching and deposition, and sputtering. In all of these,
monolayer sensitivity (and in some cases control of the deposition) have been
demonstrated. Figure 12 shows the v/ parameter acquired at 44 visible wavelengths vs
time during growth of a four period superlattice of AlAs/GaAs. As the growth took 600
seconds and data were acquired twice per second, there were 52,800 data points acquired!
The user can select out those most important for determining the desired physical
parameters, which in the case shown was layer thickness. Thickness control was
implemented using the ellipsometrically determined thickness vs time to open and close
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shutters during the deposition. The nominal thicknesses of 1. 50 rn (AlAs) and 20.0 nm
(GaAs) were achieved with 90 percent confidence limits of 0. 1 rn (AlAs) and 0.45 nmn
(GaAs) being typical.

to Xenon arelm
fined 8111ca Otcal

ill? Itput COSi Q In

Figure 11: 44 Wavelength ellipsometer.

Growth of 15A AIM I 200A GaAs 4 period S. L.

a

0

'nw.8  10800 0004 .j~rI

Figure 12: Spectral VASE data as a function of time, acquired during MBE growth of
AlAs/GaAs; supedlattice, four periods.
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Conclusions

Applications of spectroscopic ellipsometry have advanced rapidly in the past
several years due to the ever increasing speed of computers, and due to the parallel
development of data analysis software and new approaches to problem solving. In this
brief review we have chosen to illustrate the power of ellipsometry in solving various
materials problems of industrial importance such as hydrocarbon contamination of
surfaces, photoresists, integrated circuit materials, flat panel display multilayer structures,
and in situ real time process control. In addition to these commercial applications there
are numerous impressive advances being made in the more fundamental science aspects
using spectroscopic ellipsometry.
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ABSTRACT
Brewster Angle Reflectance Differential Spectroscopy (BARDS) has been proposed as an

optical method for rea!-time characterization of the growth of thin films. BARDS is based on
changes in the reflectivity, Rp, of parallel (p)-polarized light incident at, or near, the Brewster
angle of the substrate material. Changes in R are sufficiently large to monitor layer growth, and
to determine the thickness and the optical constants of the deposited film. In this paper we extend
the method to multilayer film deposition. The derivative properties of R are correlate, with
differences in the optical constants of the two materials, and with the sharpness of their interface.
We present spectra for SiO2/Si 3N4/SiO2/Si, demonstrating some of these aspects of this new
and effective approach to in-situ monitoring.

I. INTRODUCTION

During the last decade, with increasing use of thin film deposition techniques, the need for
in-situ growth monitoring has resulted in the development of various characterization methods.
Due to the nondestructive character and the real-time application, optical probe techniques such
as refleciance-difference spectroscopy (RDS)1,2, surface photo-absorption (SPA) 3, dynamic
optical reflectivity (DOR) and Brewster angle reflectance spectroscopy (BAPS) 5 have been
developed for in-situ characterization of the growth of thin films. For a transparent substrate a
well defined Brewster angle exists where the reflection coefficient, r of the component of the
incident light polarized parallel to the plane of incidence, vanishes. For an absorbing substrate,
the Brewster angle law has to be modified from the condition Rp = 0 to a reflectance minima
condition dR. / dcp = 0 This definition of the Brewster angle is then also called the pseudo-
Brewster or fiiust Brewster angle. It h:,s been shown that the Brewster angle law can be generally
formulated as a function of the complex optical functions e = el + i C2 , which apply to
transparent as well as absorbing media 6.

Compared to transparent media, the influence of the absorbing media on the Brewster angle
can be expressed as a shift in the angle WpB at which dR / dep = 0 and in an offset, i.e.
R IT > 0 The reflectivity R-I, lies in the order of 10.6 - f04 for weakly absorbing media
and |Rcreases up to 10-2 for stron1 absorbing media, such as metals. Assuming the growth of a
film with a certain optical dielectric function E = el + i E2 on a substrate, the reflected light from
the surface can be initially split in two contributions. First, a large contribution related to the bulk
properties of the substrate and second, a small contribution due to the growing film. Setting the
angle of incidence at the Brewster angle TB of the substrate, its bulk contribution is set to zero,
which allows highly sensitive detection of the initial layer growth. Changes in th: growth
conditions, such as a variation in the growth rate, density fluctuations or changes in the opical
function e during the growth results in a change of the slope in the monitored reflectance
spectrum or in a discontinuity in the derivative reflectance spectrum, respectively.

I1. MODEL CONSIDERATION
In the modeling of the changes in the reflectance for multilayer film growth, homogeneous

isotropic substrates and films are assumed. For monochromatic light which is parallel polarized
to the plane of incidence, no perpendicular reflectance components, r., have to be considered as,
only the parallel reflectance components, rp. contribute to the reflectance amplitude. For brevity.
the index p will be dropped in the following text.
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Assuming an 'n layer system; ambient / film 1/ ... / film n / substrate (see Fig. 1), the
reflection coefficient from the (n-l)th to the nst layer, r(n-l)n, , is given by:

Cf 4 Ff(n-t) C. asin 2 Vo - Ef(n- 1)  Ef .  E, esin2q 90

r(n f f(n-t) - E. sifl ~ + Cf(n-t) Cf -ce. sin qPo , (la)

and reflection coefficient from the nth layer to the substrate, rs, is given by

2 (
CECfn -V sin - Cf Ce - Casin",7

C. C4fn - Lasin o + eg 4s - ea sin 0 .0b)

The phase factor 4D for the nth layer can be described by:
(Dn = 2 1 dfn -e, sin2 90 (2)

The thickness of the nth film is dfn, (Po is the angle of incidence and ea and c. are the complex
dielectric functions of the ambient and the substrate, respectively. The complex dielectric
functions of the (n-I)th and nth films are indexed by Ef-l and Ef, respectively. Figure 1 shows
the reflected and transmitted waves for a 2 layer ( ambient - film I - film 2 - substrate ) system
for a p-polarized light beam.

The reflectance amplitude rrn can be calculated from a 'n' - 2 x2 matrix multiplication

M Hl M 12 [ I ra,][ 1 r.2 ][ r 2 .[ I r(.,). 1
M21  i a [ra i J r1, 2 e', e2* C j [ e 2  -2 J . . e.2 ?. e"2

with rrn = M 21  (3)

Mil •

Figure 2 shows the calculated change in the reflectivity for a Si0 2 -Si 3 N 4 -SiO2 multilayer
system grown on a Si substrate. The angle of incidence is chosen at 70 degrees. The chosen
wavelength is 670 nm. The derivative spectrum of the reflectivity versus film thickness is also
shown. This clearly reveals a discontinuity at the interface of each layer. The changes in the
slope can be used to characterize the different dielectric functions for each film.

III. EXPERIMENT
The experimental arrangement is schematically shown in Fig. 3. A laser diode with

X=670nm and 6.5mW power is used as light source. The parallel light beam is split into a
reference and a signal channel. The signal beam is polarized parallel to the plane of incidence,
using a Glan.Thompson polarizer, P, with an extinction ratio smaller than 10-6. The polarized
light is focused onto the sample held at an angle of 70 degrees, which is close to the Brewster
angle, pB, of the silicon substrate. The reflected intensity is detected by a photomultiplier tube.
PMT, and processed using a preamplifier and lock-in amplifier technique. The laser intensity is
monitored at the reference channel to correct light intensity fluctuations.

Thin films of SiO 2 and Si 3N4 were deposited on a n-Si (100) substrate using remote plasma
enhanced CVD processing described elsewhere 7 . The flow rates for SiO2 deposition were 300
sccm He flow, 15 sccm oxygen flow and 7.5 to 25 sccm SiH4 /Ar (10% SiH4 diluted in Argon)
for growth rates of 50 A/min to 200 A/min, respectively. The flow rates for Si3N4 deposition
were 300 sccm He flow, 25 sccm SiH4/Ar flow and 10 to 20 sccm NH3 flow introduced
through a ring 5 cm above the substrate. Substrate temperature and process pressure were
maintained at 300 'C and 300 mtorr, respectively. The plasma was created by RF excitation at
13.56 MHz with a RF power of 400 W.
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a(0) ambient: E.

I 2 (1) filml: nfliS2S (2) film2:

(3) substrate: e,

Fig. 1: Reflection of a plane wave (p-polarized to the plane of incidence) by a two layer-film
structure between (0) ambient and (3) substrate. go is the angle of incidence; (p, and (P2
are the angles of refraction; ral, r12 and r2s are the reflection coefficients for the
interfaces.
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Fig. 2: Calculated changes in the reflectivity for SiO2-Si 3N4-SiO 2 multilayer deposition, on top
of a Si substrate.

Fig. 3: Schernatical diagram of the experimental setup; L: Laser; P: Glan Thompson polarizer,
PMT: photo multiplier tube; WI and W2 are the optical ports into the growth chamber.
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IV. RESULTS AND DISCUSSION
The changes of the real-time monitored reflected intensity during the SiO2 growth is shown

in fig. 4 for two different processing conditions. The SiO2 films are deposited at 300'C with a

growth rate of -100A/min. Spectrum (b) in Fig. 4 shows the changes in the reflected intensity
for SiO2 growth starting with a hydrogen terminated Si (100) surface and Fig. 4 (a) shows the
changes in the reflected intensity starting with a preoxidized Si surface. The preoxidation process
involved a 60 sec He-oxygen plasma without SiH4 flow at 300*C, which oxidized the Si
surface, resulting in an uniform SiO2 layer of about 6A. The SiO2 deposition parameters are
identical for both spectra. The observed changes in the reflected intensity differ in the observed
slope as well as the monitored intensity maxima.

To reveal the film thickness, the growth rate and the optical constants of the deposited SiO 2
layer, spectrum 4(a) is compared with a theoretical spectrum, calculated using eqs. (1) to (4)
assuming one layer (SiO2), ambient, Ea = 1, and Si substrate, es = (15.20, 0.15). Figure 5
shows the experimental spectrum (as a function of thickness) compared with the theoretical
spectrum for a SiO 2 layer. Best agreement is observed assuming a dielectric function of cf =
(2.14, 0.01) with a calculated growth rate of 85A/min for the grown SiO2 film, however, two
discrepancies can be seen. First, the local minima of the experimental spectra are broadened and
second, a large difference in the resolved peak maxima compared to the theoretical model can be
observed. The broadened minima can be explained as a result of beam divergence, substrate
surface roughness and depolarization effects in the optical ports of the growth chamber. The
discrepancy in the intensity maxima is explained by the interaction of the laser beam with the RF-
plasma, which is due to absorption of the laser light by excited hydrogen in the RF-plasma. This
interaction results in a significantly lower detected intensity during the deposition process.
Therefore, a calculation of the absolute reflectivity cannot be performed. Choosing a laser
wavelength outside the absorption region eliminates this difficulty and permits the evaluation of
possible additional sources of distortions of the experimental reflectance curve in future.

1000- preoxidation

no preoxidation a)

80o-"' b

growth time [min]

Fig. 4: Real-time monitoring of the reflected intensity during SiC) 2 deposition, with and without
preoxidation step.
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Fig. 5: Fitting of the experimental data (fulline) for the growth of SiO2 on Si by a theoretical
curve (dashed line) with a dielectric function (2.14, 0.01) at 670 nm.
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Fig. 6: Monitored changes in the reflected intensity during a SiO2 - Si3N4 multilayer deposition.
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Figure 6 shows the changes in the reflected intensity during a multilayer SiO2 - Si 3N4
growth starting with a H-terminated Si (100) surface. The SiO 2 was deposited with a growth
rate of about 200 A/main and the Si3N4 was deposited with a growth rate of about 55A/min. Due
to the interaction between the laser light and the applied plasma during the deposition process, a
drop in the intensity occurred while switching the deposition from the SiO2 process to the Si 3N4
process. This resulted in a drop in the intensity of the reflected light. After 10 to 30 sec the
process was stabilized. The observed changes in the slope of the reflected intensity versus time
curve upon switching between SiO2 and Si 3N4 deposition are related to the differences in the
growth rates and the dielectric functions of the deposited SiO2 and Si 3N4 films. If the growth
rate for each deposition process is known, the intensity spectrum as a function of time can be
converted into a film thickness scaling and the revealed changes in the slopes can be related to
the optical constants for each film.

V. CONCLUSION

BARDS allows the real-time monitoring of multilayer film growth. Theoretical calculations
show that differences in the dielectric functions for each film result in a discontinuity in the
differential spectrum. First results for Si02 and Si 3N4 film depositions show that the
information obtained by BARS can be used to obtain the film thickness, the growth rate and
optical constants of the deposited film. Results on multilayer SiO 2 - Si 3N4 film deposition
display changes in the slope of the monitored reflected intensity versus time curve upon
switching between SiO2 and Si3N4 deposition, which are related to the differences in the growth
rates and optical constants of the deposited layers.
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ABSTRACT

This paper describes an expansion of the capabilities of real time spectroscopic
ellipsometry (SE) that results from simultaneous measurement of a reflectance spectrum RA
along with the two spectra in the ellipsometric angles (V,A). RA provides information
complementary to (V, A), but until now has not been exploited in real time spectroscopic
applications. Earlier, we have developed a novel rotating-polarizer multichannel elfipsometer
for rea time studies of thin film growth that utilizes a photodiode ary (PDA) detector for high-
speed acquisition of (V, A) spectra. Employing this instrument with a 12.5 Hz polarizer
rotation rate, three-parameter (3-p) data sets ('V(hv,t), A(hv,t), RA(hV,t); 1.4:lhv. 4.5 eVI can

now be obtained with a time resolution as short as 40 ms during fim growth. A resilient new
analysis approach based on mathematical inversion and least-squares fitting is described to
interpret the 3-p data set. The 3-p approach has been successful in characterizing plasma-
enhanced chemical vapor deposition (PECVD) of amorphous semiconductors, and provides the
film dielectric functions and thicknesses independently at each time during film growth. RA(hV)
exhibits deviations from the spectrum predicted in successful modeling of (,, A) spectra alone.
These deviations result from diffuse light scattering by particulates in the plasma. We show
how additional information can be extracted from the spectral dependence of the scattering loss.

INTRODUCTION AND OVERVIEW

Recently real time spectroscopic ellipsometry (SE) has been developed and applied to
better understand the processes of thin film nucleation, coalescence, and bulk growth in adverse
deposition environments [1]. The goal of this measurement is to deduce the optical properties
of one or more layers that make up the evolving thin film. From the optical properties, we can
learn about the microstructure of the film (e.g., bond-packing density) and its electronic
characteristics (e.g., optical gaps, critical point energies). Because the optical properties of the
film evolve with thickness in the early stages of growth, data analysis here often requires
solving the classical problem in SE at each measurement time [21. Specifically, one may need to
determine spectra in the real and imaginary parts of the dielectric function (el, e2), as wel as the
film thickness d, from a single pair of spectra in the ellipsometry angles (W, A).

In this paper, we report a more general approach to solving the classical ellipsometry
problem designed for real time applications. This approach relies on deducing a third spectrum
the reflectance RA, from measurements obtained during thin film deposition. RA can be
acquired simultaneously with (W, A) in the same multichannel rotating polarizer ellipsometer,
and this measurement represents a natural, yet powerful, extension of the multichannel
measurement described in detail in earlier publications [3]. In order to utilize RA in solving the
classical problem in SE, we establish the correct film thickness as that value yielding the best
agreement between measured and calculated RA spectra. In performing such analyses,
however, we have found that the discrepancies in the measured RA spectra from the calculated
results can provide important and unique insights into plasma processes and film properties.
Thus, the importance of the three-parameter (3-p) optical spectroscopy lies not only in its ability
to assist in analyzing the layered structure of the film, but also in characterizing such processes
as light scattering from plasma particulates or larger scale structure on the film surface.

EXPERIMENTAL DETAILS

In this study, we employed a multichannel ellipsometer [3] consisting of (i) a collimated
Xe source, (ii) a quartz Rochon polarizer assembly with an angular frequency of tot=2x(12.5)
rad/s, (iii) a high vacuum reactor with optical access at a 700 incidence angle, (iv) a fixed calcite
Glan-Taylor analyzer, (v) a prism spectrograph, and (vi) a 1024-pixel Si PDA. The detector
elements were grouped by eight; thus, 128 spectral points were collected from 1.4 to 4.5 eV.
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The array is read out four times per optical cycle, clocked by an encoder mounted on the
polarizer motor shaft. The irradiance at pixel group k of the detector (k=l.....128) is [I]:

I(hvk) = lo(hvk) [I + l(hvk) cos2(Woi-Psk) + P(hvk ) sin2(W0t-PSk)]. (I)

The coefficients (i& O , ) are functions of the photon energy hvk, associated with pixel group
k. The phase angle, Psk is determined in calibration [4] and accounts for the fact that at t=0,
defined by the trigper pulse of the encoder, the polarizer is oriented at -Psk- Because of the
delay between reading out one pixel group and the next, PSk=PS+(k-I)8P, where 84..16'.

The phorodiode array is an integrating detector, thus the raw spectra obtained in the four
read-outs of the array can be expressed as integrals Si(hvk) over the four quadrants (j=l,...,4)
of the optical cycle. Accuracy and precision are enlanced by averaging the Sj(hvk) values
obtained over an even number of optical cycles, yielding <Sj(hvk)>. (I0 . a4P) in Eq. (1) can
be deduced from the average integrals, thusly:

10k (1/*) (<S1k> + <S2Ik> + <S3k> + <S4k>) (2a)
c = (1/210 (<Slk> - <S2 k> - <S3k> + <S4k>) (2b)

- (1/2 W(]) (<Slk> + <S2k> - <S3k> - <S4 k>). (2c)

From a k and [ k of Eqs. (2b-c), the two ellipsometric angles Wk and Ak can be calculated [1):

cos Ak = pk(l-<k2 )1 /2  (3a)
tan Vk = ((I +ak)/(.a-o))1/2 tan A, (3b)

where tan ik exp(iAk) = rpkrsk. In these equations, A is the analyzer angle, and rp (r. are the
complex amplitude reflection coefficients for p (s) polarized waves, which depend on hvk.

In odr to utilize the dc Fourier component 10tin Eq. (2a), we start with the expression,
'ok = 100k RAk, where RAk = (pkl2cos 2A + Irsklsin A). Here, RAk is the reflectance of the
sample for incident light that is linearly polarized, having its plane of vibration tilted at an angle
A with respect to the p-direction. IM0 represents the sample-independent spectral response of
the optical system. 'bus, lok can be determined from known optical properties and structure
of the starting substrate. In summary, then, the spectrurh in RA is obtained from

RAk= (Ik/ok,sub (Irpjb,k12 cos2 A + Irs.bXl2 sin 2A). (4)

Equations (3a-b) and Eq. (4) form the theoretical basis of the 3 -p technique and connect the
measured parameters (I0 , t, 03) to the processed data ((v, A), RA). The processed data in
turn are related to the film properties ((c1 , e2), d , namely the dielectric function and thickness,
through the Fresnel coefficients, given below Eq. (3b) and in Eq. (4).

Thin films of hydrogenated amorphous silic6n (a-Si:H) were prepared by rf PECVD
from pure Sill4 gas at a pressure of 0.2 Tor. The substrates were Si wafers, overdeposited
with dc magnetron-sputtered Cr. The Cr was prepared under conditions optimized for a high
density and ultrasmooth surface. The substrates were mounted onto the grounded electrode and
heated to 250C. For film growth, if power levels from 2 W to 20 W, were applied to the
opposing electrode, yielding power fluxes at the substrate from 0.052 to 0.52 W/cm2 . Each
triplet of spectra in ((V, A), RA) was computed from a set of average waveform integrals, <Sj>
(j=l,...,4), acquired in 160 ms during film growth. Thus, the averaging was performed over 4
optical cycles. The repetition time for successive sets 9f raw spectra was also 160 ms. For
operation at 2 W and 20 W, with deposition rates of 80 A/min and 530 A/in, this results in a
measurement of ((N, A), RA) every 0.2 A and 1.4 A, respectively.

RESULTS AND DISCUSSION

Figure 1 shows the evolution of the parameters [(<E1 >, <E2>), 8 RA/RA sub) obtained
during a-Si:H growth onto the Cr substrate at the rf plasma power of 20 W. 'The real and
imaginary parts of the pseudo-dielectric functions of the sample, (< 1 >, <e2 >), in Fig. I are
calculated directly from (w, A) using Fresnel's equations for a single interface [1]. For the
lower surface in Fig. 1, 8RA=RA-RA,sub; thus, 8 RA/RA sub = [10(t)-10(0)]I0(0). Here 10(t)
and 10(0) correspond to the dc component spectra for tne film measured at time t during growth
and for the substrate measured prior to film growth, respectively. The goal in analyzing these
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data is to extract the true dielectric funictions ad the thicknesses for the one or tore layers that
describe t a-SUiH film structure, to well as their thne evohadon.

QW nalsi auetha a been Applied successfully a ove this problem from a
microtructral sbeena described earlier [3). but the description will no he repeated

here. It relies solely on the real dtie (if, A) [or (<Al1>, 42p)) Wosptr and employs a two-layer
model for the film Mwi near-substrate laye is amed to be a high densityf a-Si:H muerial
with a thcns-need ilcrcfuncon Mhe overlying surce ier amed su be a
low dest a-Si:H, co nsitn ?fa physical mixture of the underlying dean maea and free
space (or void), with a diecti function determined from th~be Bfuggem effective medium
theory [5]. In the analysis of the ea time (W.r A) spectra, using linear reesi methods, the
time evolution of the two layer thicknesses and the wilative void volume rato in the surface

Figure 2 provides the two thicknesses extracted in this = toiiofFg
1. As described earlier, the observed behavior is consistenst with a -m of nucli fimation
and coalescence, followed by bulk film growth. In dip nucleatio regime in Fig. 2. the
underlying layer thickness is less than a tonclayer (2.5 A). In this regmne, the surface layer
simulates the clusters of atoms that increase in thcaesand make contact at t-1.75 L. auster
contact occurs at a surface layer thickness of 23diwente underlying laer reaches one
mionolayer. Rom this point onward. the bulk layer increases in thine, an#1 die surface layer

smltsnucleaiosnrate surface miiatuuethat smoeothens (by -S A) in a coalescence
procss.TU.been presented in crder t demonstra the time scale of the growth

processes, and to compare the results of this analysis with thos of alternative methods.

Fig. I (left) Three 3-dimensional surfaces,
including the real and imaginary parts of the
pseuo-ieectric function (uprsurfaces),
and the relative change in tereflectance,

A ~collecied during l0 s of a-Si:H PECVD onto
j1? a mapetron-sputtered Qr substrate film. The

acqisition and repetition times wene 160 mo,
yielding 64 triplets of spectra

Fig. 2 (bottom) Surface and bulk layer
thckese (d and A-b respectively) obtained

insa linear rersso analysis best fit to the
two experimentalU pseudo-ieectric functions
(upper surfacoes) of Fig. 1. Note that clusters

V in the initial stage of growth make contact at a
tim of 1.75 a, when tip first bulk-like
monolayer form (4-2.5A)
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40V)
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The analysis of Fig. 2 has one dmwback in that dhe dielectric function of the nucleatin
a-Si:H film is simulated as a physical mixture of bulk material and void according to the
predictions of the effective medium theory [5]. This approach neglects possible si effects on
the optical properties or possible diffeiences in the stnicture orcomposition of the material in
isolated prtcle form. Thus, technilues that provide the dielectric function and thickness of the
film independendy from each successive a time pair or triplet of spectra w of interaL

Next we will describe a new analysis approach for solving this problem within the
framework of a single layer model This appoach relies on all three parameters in Fig. 1,
namely ((<El>, <e2>), 8RAR, sb}, and the outcome is ((e1,e/2), d) for the film at a specific
time in the nucleation process (i.e., when the film consists of a single layer). In the first step,
one selects a particular set of spectra of interest collected in the nucleation process (see Fig. 2).
A guess is then made for the thickness of the film at this time. Once a thickness value is
available, then the (,#, A) spectra can be inverted to provide a trial dielectric function for the
film. From the trial thickness and dielectric function, and the known optical characteristics of
the substrate, a predicted reflectance spectrum can be calculated. The calculated and
experimental reflectance spectra, RA and RAk, respectively, are compared and an averageerror is calculated, namely oR = (1/N) Lk IRc - RAki/ RA , where N is the total number of
spectral points. The above steps are repeated for a range - initial thickness guesses. In the
absence of ewos in RAk, the correct thi cness value is the one that minimizes R.

Figure 3 demonstrates the application of this approach to the a-Si:H deposition of Figs. 1
and 2. Hee, the three spectra collected at t 1.6 s just prior to coalepcence have been selectedfor analysis, and a well-defined minimum in OR is observed at 22 A. The dielectric function
corresponding to this thickness is presented in Fig. 4. In Fig. 3, the summation to determine
the error is restricted to the energy range below 3.0 eV (see discussion below).

0.005 15

M. 12 22 I (3-param.)
-- -23.5 (LRA)

0.004
N

9

" 0.003 '

'0,002 
6

20 22 24 26 28 0
TRIAL THICKNESS 1.5 2.0 2.5 3.0 3.5 4.0

PHOTON ENERGY (eV)

Fig. 3 A schematic of the procedure Fig. 4 Dielectric functions for ultra-
used to determine the dielectric function thin a-Si:H obtained in three different
and thickness of ultrathin a-Si:H from the analyses. In one case (open points), the
3-p data set of Fig. 1, during nucleation thickness was deduced from ellipsometric(at t=l.6 s, see Fig. 2). In this figure, a data alone by ensuring that 2 - 0 at the
measure of the average deviation between lowest photon energy. In the second
the calculated and experimental reflec- case (solid points), all three optical
tance spectra is plotted versus a trial parameters were employed, and the
choice for the film thickness. The correct thickness was chosen to provide the bestthickness value is the one that minimizes overall agreement between the
the deviation (22 A in this-case). The experimental and calculated reflectancebroken line shows the thickness obtained spectra. In the third case (triangles), thein a two-parameter analysis that relies linear regression analysis approach of
solely on the pseudo-dielectric function Fig. 2 was utilized in which the dielectric
of Fig. 1. In this latter analysis, the function was simulated assuming a
correct thickness is chosen to ensure that mixture of bulk a-Si:H and void.
F2-40 at the lowest photon energies.
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In order to assess the validity of the solution identified in Fig. 3, we also performed an
alternative analysis that relies on the (W. A) [or (ct,>. <e>)] spectra alone. In this alternative
analysis, the film thickness is chosen to ensyre that e2 vanishes below the a-Si:H band gap.
This approach leads to a film thickneu of 21 A. in gooaareemt with the 3-p solution of Fig.
3. The dielectric function for the a-Si:H, deduced using this thickness also included in Fi
4. The two results in Fig. 4 for film thickness solutions of 21 and 22 A reveal that a ±0.5A
range of thickness leads to a possible range in el of ±0.45 throughout the normal-dispersion
regime. Such relativelar variations for small differences in film thickness are characteristic
of attempts to extract the dielectric functions of ultrathin films. In spite of this, the overall shape
of e is not altered by differenmces in the thickness solution on the A scale.

Finally, we note that the thickness obtained in the analysis of Fig. 2 is 23.5 A. The
larger discrepancy between this value and the other two is easily understood. The best fit
dielectric function in the linear regression analysis, calculated assuming a mixture of bulk a-Si:H
and void (48 vol.%), reveals significant deviations in overall shape from those obtained in the
other analyses, as shown in Fig. 4. The 0.25 eV higher peak energies in both el and e2,
obtained by the inversions with d=21-22 A, represent the correct result and appear to be related,
not to size effects, but to excess H in the nucleating layer (in comparison with bulk material).
Excess H here has also been observed by infrared measurements of PECVD a-Si:H [6). The
higher peak energies in el and £2 cannot be simulated assuming a mixture of bulk material and
void; however, the assumption does lead to the proper thickness, within a monolayer (2.5 A).

The new 3-p analysis as demonstrated in Figs. 3 and 4 provides an advantage over the
other two methods, since it requires no assumptions regarding the form of the dielectric function
of the film. A number of authors have also performed 3-p measurements either at a single
photon energy in real time or spectroscopically on static thin films [7-10]. In order to obtain the
properties of single films on known substrates, these authors have often focused on
mathematical inversion to extract ((el,E2), d) for the film from ((W, A), RA). Here, we
recognize the lower precision and accuracy of the reflectance, and the possible ifs involved
in its measurement due to non-specular light scattering (see next paragraph). As a result, we
use this parameter solely to establish a criterion for the proper thickness; the dielectric function
is then obtained by inversion of the higher precision (V, A) spectra. It is possible that
systematic errors in RA, however, may lead to an incorrect thickness and hence a distorted
dielectric function. One advantage of the spectroscopic approach is the ability to select the
spectral range of analysis to minimize systematic effors, as long as one understands their origin.

The presence of systematic erors in RA is clear from the relatively large magnitude of the
average error in Fig. 3 for the best fit thickness of 22 A. The minimum value of aR-0.0 025 in
Fig. 3 is larger than would be expected on the basis of random errors alone. The availability of
a continuous, reasonably-accurate, two-parameter [(V, A)] analysis for this deposition (see
Figs. 2 and 4) allows us to understand the origin of the systematic errors in RA. Namely, they
allow us to calculate the predicted reflectance of the structure RAc, based on the deduced
thickness (Fig. 2) and optical properties (Fig. 4) of the film. Thus, in the main part of Fig. 5
we plot L(t) = [Ioc(t)-e(t)/([100+J0c(t)]/2}, a measure of the difference between the calculated
(c) and experimental (e)reflectance spectra, for the deposition of Figs. I and 2 at selected times
in the nucleation regime (lines). Positive values over the full range show that the calculated
reflectance is as much as 2.5% higher than the measured reflectance. This would be consistent
with a loss mechanism in the experiment due to non-specular light scattering from the beam.

The observed reflectance RA was found to increase abruptly to values close to the
predicted reflectance RAc upon extinguishing the plasma. This demonstrated that the scattering
arises from particulates in the plasma. In fact, the loss function L(t) is defined to be
proportional to the total integrated scattering, assuming L(t)<<l. The inset of Fig. 5 shows that
the scattering loss by plasma particulates obeys a X-4 dependence, where X is the wavelength of
light. Thus, the loss is consistent with Rayleigh scattering from particles much smaller than X.
Such scattering does not influence the ('V, A) spectra as demonstrated by the polarization-
independence of the scattering loss, measured in transmission through the plasma.

Now the limitations of the 3-p analysis of Figs. 3 and 4 can be understood in greater
detail. The parameter RA decreases as a function of time during the growth of a-Si:H on Cr due
to the higher reflectance of the metal compared to the semiconductor, thus BRA/RA.SA<0 in Fig.
1. As a result, any loss of reflected light due to scattering by particles in the plasma will
simulate an increase in thickness, providing that the dielectric function is fixed in the analysis. It
is for this reason that the analysis in Fig. 2 was confined to photon energies of 3.0 eV and
lower where the scattering due to particulates in the plasma is minimized.
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0..o3 . . . 0.04 Fig. 5 Scattering loss L0.02 -" -- 14 , clulated according to Eq. 4
o..0. .... 17 A 0.03 and plotted as a function of

... 0.0 photon energy for the a-Si:H
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In spite of the apparent difficulties that the light scattering places on the interpretation of
the 3-p data set, useful information on plasma particulates can be obtained concurrently with
ellipsometic information. For example, Fig. 6 shows the difference between the calcplated and
experimental reflectance spectra at the same stage in the deposition process (22±1 A) for two
films of a-Si:H prepared at power levels of 2 W and 20 W. Because the magnitude of the
variations in Fig. 6 scale with the integrated scattering loss, the trends there are consistent with
common experience; namely, that the concentration of plasma particulates is minimized under
low plasma power conditions. Obviously, plasma particulates are undesirable in the preparation
of thin film materials [11], particularly in a-Si:H which is used in a wide variety of electronic
applications. The magnitude of the scattering loss allows one to assess the problem and choose
a plasma configuration and preparation conditions that minimize its occurrence.
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SPECTROSCOPIC ELLIPSOMETRY CHARACTERISATION
OF THIN FILM POLYSILICON

S. LYNCH, L. SPINELLL M. SHERLOCK, J. BARRETT AND G.M. CREAN,
National Microelectronics Research Centre, Lee Maltings. Prospect Row, Cork, Ireland.

ABSTRACT

Phase modulated Spectroscopic Ellipsometry (SE), in the spectral range from 1.5eV to
4.6eV, was employed to characterise thin film polysilicon (poly-Si) deposited by Low Pressure
Chemical Vapour Deposition (LPCVD) on SiO2/Si(100) substrates as a function of process
parameters. The LPCVD deposition temperature was varied from 550"C to 620"C for silane
pressures ranging from 100mTorr to 230mTorr. A variation in poly-Si microstructure was
observed as a function of film depth. The influence of deposition conditions on poly-Si surface
morphology was quantified using both atomic force microscopy (AFM) and SE. An increase in
the measured Raman TO phonon amplitude was observed for the 620"C sample set as a
function of increasing LPCVD process pressure.

INTRODUCTION

Polycrystalline silicon (poly-Si) is widely used in microelectronic and photovoltaic
applications [1,2]. The microstructural properties of this material are highly process
dependent. A variation in microstructure can have a significant effect on the resultant material
properties and impact process integration. Therefore, on-line fabrication process control of
deposited thin film poly-Si is essential.

To-date, a large volume of date has been published on the optical characterisation of
poly-Si [3-9]. These studies have highlighted the significant variation in optical response
observed as a function of growth technique, in particular for atmospheric and low pressure
chemical vapour deposition (LPCVD). Recently, the optical properties of fine-grain and large-
grain poly-Si have been measured using spectroscopic ellipsometry (SE) [7]. However, a lack
of experimental data exists detailing the variation in optical response as a function of
deposition process parameters. In this work, the optical response of thin-film LPCVD poly-Si
is investigated as a function of both process temperature and pressure using a phase modulated
SE technique.

EXPERIMENTAL

LPCVD deposition of poly-Si was performed in a THERMCO diffusion furnace. The
poly-Si layers, of target thickness 2000A, were deposited onto thermal silicon dioxide (layer
thickness 850A) on single crystal CZ n-type 2-4 flcm Si(100) substrates. The LPCVD
deposition temperature was varied from 550"C to 620"C for silane pressures ranging from
100reTort to 230mTorr with the experimental matrix detailed in table I.

SE analysis was performed in the energy range 1.5eV (826nm) to 4.6eV (270rm) using
a Jobin-Yvon phase modulated ellipsometer at a measurement interval of 0.02eV. The beam
spot size was approximately 5x2mm at an angle of incidence of 68.

Atomic force microscopy (AFM) was used to characterise the surface morphology of
the LPCVD poly-Si thin films as a function of deposition conditions. Image acquisition was
performed using a Park Scientific AutoProbe AFM (Model AP-100). The analysis area for each
micrograph was 4tpm 2. Raman spectra were recorded using a Jobin Yvon micro-Raman
spectrometer at a 457.9nm laser line. The calculated laser intensity at the sample surface was
2mW cm- 2 .

39

Mat. Res. Soc. Symp. Proc. Vol. 324. 01994 Materials Rearch Society



Table I: LPCVD poly-Si deposition parameters along with AFM surface roughness
measurements

Sample Deposition. Deposition Sil4 Deposition Surface
No. Temperature Pressure Flow Rate Roughness

(10C) (mTorr) (scmm) (A/min) (A)

A 620 100 32 60 176
B 620 150 70 84 203
C 620 200 41 67 95
D 620 230 70 84 127
E 580 100 38 24
F 580 150 79 32 34
G 580 230 79 32
H 550 100 41 12
1 550 150 82 15 11
i 550 200 54 13
K 550 230 82 15

RESULTS AND DISCUSSION

The measured imaginary part of the pseudodielectric functions for the 230 mTorr series
of LPCVD samples, plotted from 2.6eV to 4.6eV, are presented in figure 1. Significant
differences are observed in the optical properties of the three samples reflecting the complex
microstructure of the poly-Si thin films as a function of LPCVD deposition conditions.

30

22

14 .. .. .. . " , - -

6

-sample D
-------.. sample G

- - -sampleK

-10 1 1

2.6 3.15 3.7 4.25 4.8
Energy (eV)

Figure 1: Measured imaginary parts of the pseudodielectric function spectra for samples D, G
and K over the spectral range 2.6eV to 4.6eV.

40



The measured SE spectra were analysed using the three layered optical model detailed
in figure 2. The dielectric function data employed for the poly-Si layers was fine grain poly-Si
[71 for depositions at 620"C and amorphous-Si (a-Si) [101 for deposition temperaturec below
this. A fine grain poly-Si dielectric function was used as the transition temperature from a-Si to
crystalline poly-Si occurs between 580"C to 600'C [11]. The Bruggeman effective medium
approximation was employed to model inhomogenous layers [12). The goodness of fit between
the experimental and best fit simulated SE spectra is given by the value of Z2 from a least
squares fitting routine.

Calculated X2 values ranged from 15.5 to 19.1, 7.5 to 16.3 and 8.4 to 9.4 for the 620°C,
580"C and 550"C sample sets respectively. The reason for poor spectral fitting can be observed
from the calculated best fit simulated SE spectrum presented in figure 3. While the interference
oscillations are well modelled, the fit is poor in the UV spectral region, i.e. the near surface of
the poly-Si layer.

&-+ SiO2 "-I + void
a-SI + void

a-SI a-Si + void
a-Si

S102 S102

c-Si C-Si

(a) (b)

Figure 2: Three and five layered SE optical models, on c-Si substrates, for samples deposited
at 550°C and 580"C. For deposition at 620°C, a-Si was replaced by crystalline fine grain poly

Si in the models.
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Figure 3: Experimental (solid lines) and best fit, employing a three layer optical model,
(dashed lines) pseudodielectric function spectra for sample B.
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It was clear from the X2 values obtained from best fits to a three layer structure that a
more complex microstructural model was required. A model incorporating surface roughness
and a graded refractive index for the thin film poly-Si layer was therefore elaborated. The
optimum layered structure is shown in figure 2(b). The experimental and best fit simulated
(five layered model) SE spectra for samples B and J are presented in figures 4 and 5.
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Figure 4: Experimental (solid lines) and best fit, employing a five layer optical model,
(dashed lines) pseudodielectric function spectra for sample B.
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Figure 5: Experimental (solid lines) and best fit, employing a five layer optical model,
(dashed lines) pseudodielectric function spectra for sample J.
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It is evident, from figures 4 and 5, that the fits in the UV spectral region are now in
good agreement with the experimental data. The extracted best fit material parameters for the
complete LPCVD sample matrix are tabulated in table II. Two distinct observations can be
made from table 11; firstly that the five layer model proposed in figure 2(b) has significantly
improved X2 values and secondly that the near surface region of the poly-Si structure (15% to
20% of layer thickness) is less dense than the underlying poly-Si irrespective of process
temperature as reflected in the best fit parameters for layers 3, 4 and 5. The values of x2

obtained are all close to 1 reflecting the improvement in fit observed in figures 4 and 5. This
variation in microstructure, calculated from an effective optical response, is consistent withprevious optical data (8,91 and maybe ascribed to competitive poly-Si grain growth 15].

Table H: Extracted SE parameters for five layer optical models. The second component in
the layers was void. For samples A to D, a-Si was replaced by fine grain poly-Si.

Sample Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 X2
Thicknes (A) Thickness (A) Ticknes (A) Thicknes (A) Thbicknes (A)
SiO2 Percentage a-Si Percentage a-Si Percetage a-Si Percentage a-Si

A 848 1762, 100 176, 97 50, 80 80, 76 4.1
B 859 1763, 100 190, 90 71, 80 34, 60 1.5
C 846 1712, 100 190, 93 85, 89 72, 72 2.7
D 846 1679, 100 257, 90 15, 80 72, 70 2.0
E 845 1708, 100 237, 93 82, 85 21, 70 2.0
F 846 1378, 90 165, 86 179, 88 17, 56 2.6
G 853 1543, 100 337, 95 76, 76 93, 57 1.0
H 849 1800, 100 308, 90 52, 81 23, 72 0.7
1 850 1730, 100 347, 92 70, 82 21, 73 0.6
1 848 1531, 100 426, 90 95, 82 16, 69 0.5
K 848 1568, 100 395, 90 83, 82 18, 69 0.5

The AFM results presented in table I show surface roughness as a function of LPCVD
poly-Si deposition conditions. It is observed that the measured surface roughness is process
temperature dependent. Figure 6 shows the AFM images of the surface morphology of samples
B and I. The difference between the two samples is striking. The AFM micrograph of the
surface of the 550°C poly-Si film is smooth with large grains whereas the 6200C poly-Si film
has a rough surface with small needle-like grains and complicated surface morphology. No
direct relationship was found between the degree of film roughness and deposition pressure for
poly-Si films deposited at 620°C.

Analysis of the best-fit material parameters for layer five, extracted from the measured
SE spectra, shows that the extracted SE data is consistent with the AFM results. In particular, it
details that as the process temperature decreases the surface of the poly-Si layers become
smoother. Thin film LPCVD poly-Si layers deposited at 620°C show a variation in poly-Si
content from 60% to 76% with large variations in layer thickness (34A to 80A). The
intermediate deposition temperature films have lower percentages of poly-Si in layer five, 56%
to 70%, and lower layer thicknesses. Deposition at 550"C is characterised by a high percentage
of poly-Si, 69% to 73%, with layer thickness less than 23A i.e. smooth surfaces. It should be
noted that the difference between the two optical models (five and three layer) was less than
5% for poly-Si layer thickness determination. Comparison with mechanical profilometry
measurements showed a maximum difference of 4% in poly-Si layer thickness for the five
layer models.
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Figure 6: AFM micrographs of the surfaces of samples B and I over 1.4p.m2.

The relationship between deposition pressure and calculated X2 values for the different
deposition temperatures is presented in figure 7. The variation in X2 values for the LPCVD
depositions at 550°C is small (0.5 to 0.7) indicating that the optical properties of the amorphous
poly-Si deposited at 550"C are not process pressure dependent in the range 100mTorr to
23OmTorr. A similar response is observed for the 580°C series. However, X2 values vary
considerably, from 1.5 to 4.1, for poly-Si deposition at 620°C. One may therefore conclude that
the dielectric function of crystalline poly-Si deposited at 620°C is process pressure dependent.

5I 1 15 I I

0 ...... 620C . TO phonon
4 -- - 580C 1.4 amplitude

---- 550C I
3.0.

20 1.2 - .

0I I II I I I I

80 120 160 200 240 80 1 12 144 176 208 240
Deposition Pressure (mTorr) Deposition Pressure (mTorr)

Figure 7: Relationship between deposition Figure 8: Raman TO phonon amplitude
pressure and X2 values for the five layered as a function of process pressure for the
optical models for deposition temperatures LPCVD depositions at 620"C.
550"C, 580"C and 620"C.

In order to further elucidate the physical mechanism responsible for this variation in
calculated X2 values as a function of deposition pressure Raman spectroscopy was employed.
The TO phonon amplitude as a function of deposition pressure at 620*C is shown in figure 8.
An increase in TO phonon amplitude as a function of increasing process pressure is observed.
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This is consistent with an increase in the integrated crystalline quality of the LPCVD poly-Si
thin films [4]. It should be noted that no direct relationship was found between the degree of
film roughness and deposition pressure and that this parameter will also have an influence on
the dielectric function response.

CONCLUSIONS

In this study SE, AFM and Raman spectroscopy were employed to characterise thin
film poly-Si layers as a function of both LPCVD deposition pressure and temperature. A five
layer optical model was found necessary to accurately reflect the microstructure of the LPCVD
poly-Si thin films. A continuous variation in the optical properties consistent with a variation in
poly-Si film microstructure was observed. The influence of deposition conditions on film
morphology was quantified using AFM analysis and results were found to be in good
agreement with material parameters extracted from SE analysis. Raman spectroscopy revealed
an increase in TO phonon amplitude as a function of deposition pressure for films deposited at
620"C indicating significant variation in microstructure. This was reflected in the observed
process pressure dependent dielectric function of the 620"C deposited films obtained using SE.
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CHARACTERIZATION OF POLYCRYSTALLINE SILICON MULTILAYERS
WITH THIN NITRIDE/OXIDE FILMS USING SPECTROSCOPIC

ELLIPSOMETRY

L.M. ASINOVSKY, Rudolph Research, Flanders, NJ 078:36

ABSTRACT

Spectroscopic ellipsometry has been used to characterize oxide/poly-Si/oxide with thin
nitride/oxide layer. Films were deposited on Si substrate using low-pressure chemical vapor
deposition (LPCVD) techniques. The measurements were taken at angles of incidence of 65
and 70 degrees in the wavelength range from 300 to 800 nm. The analysis of the data using
effective medium and two-dimensional Lorentz oscillator approximations identified complete
recrystallization of the poly-Si after annealing and and its transformation to p c-Si. Three
wafers taken at the sequential stages of the manufacturing process were studied. Although
parameters of the thin nitride/oxide layers are strongly correlated, reasonable estimates of
the thicknesses were found. The resilts were consistent with the measured Auger electron
spectroscopy (AES) profiles.

Introduction.

SiO/Si3 N4 /SiO2 (ONO) structure is widely used in the manufacturing of the memory
devices as a dielectric insulator and surface passivation material. One of the common appli-
cation is the use of the ONO on top of the Si02/polySi/SiO2 (OPO) structure deposited on
the Si substrate.

In order to characterize the properties of the ONO , it is important accurately determine
thicknesses and structure ( purity of the material ) of the sublayers. Precise determination of
these parameters is very difficult and several methods, using single-wavelength ellipsometry
of etch-beveled surface [1] or IR ellipsometry[2] , were developed. However, the former
method is destructive and the latter is difficult to implement for OPO-ONO structure.

The spectroscopic ellipsometry is increasingly used for characterization of the challeng-
ing thin film structures and its application to the OPO-ONO structure has been recently
reported[3]. Polysilicon was represented using Effective-Medium-Approximation (EMA) and
the measurement were made only on complete OPO-ONO waler. The discrepancy of the
EMA representation can therefore result in additional errors of the ONO parameters deter-
mination.

In this work a set of three witness wafers, taken at the sequential stages of the OPO-ONO
manufacturing process was measured using spectroscopic ellipsometry. Polysilicon optical
constants were represented using harmonic oscillator model , which yields better fit to the
model then EMA. This allowed more accurate estimate of the ONO parameters. The results
were found consistent with the Auger measurements.

Measurement and data reduction.

P-type Czochralski {100} silicon 16-25 fQ cm wafers were used as substrates. Wafers
were thermally oxidized , poly-Si was LPCVD deposited at - 6501C, phosphorus ion-doped
(- 10' s i/cm3) and annealed for 2 hours at - 1000'C to improve stoichiometry. Silicon
dioxide and Si 3N4 were subsequently depositel with Plasma-Enhanced CVD (PECVD).
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Rapid thermal oxidation (RTO) in dry oxygen was used to reoxidized surface of the Si3 N4.A
set of three samples (witnesses), taken at the sequential stages of the technological process,
were measured at room temperature and atmosphere (fig.2). Spectra were taken at two angle
of incidence (75 and 60 deg.) in the range of 300 to 800 nni in 5 nm intervals (100 points).
Rudolph Research S2000 Spectroscopic Ellipsometer was used for measuring and modeling
of the data. Auger Electron Spectroscopy depth profiling was done for the sample#3 with
Ipm, 3keV measuring electron beam in the Ixlmm area, sputtered by 140pA/cm , 2keV
electron beam.

Spectroscopic ellipsometry provides coo A , tan 4 spectra, where A and %P are ellipso-
metric angles that describe reflection of the polarized light from the samples. The physical
parameters of the sample are found by modeling of A, T spectra and comparing it to the
measured one .The best fit to the experimental data is achieved by minimizing X2(pi.., p)
merit function with Marquardt-Levenberg linear regression algorithm, where pi.... p, are
physical parameters to be found[4]:

1 N .I P,..pm)- 'P 
2  Acic(pi.)- A., 2

X j [WI ( ) +W 2  0)

where N - number of points in the measured spectrum, W1, W2 - weight coefficients, o&
and a. are standard deviations of the respective measured values . Standard deviations
(6p,) of the parameters pi are determined from the covariance matrix C : 6p = V/i ,
where C =- H;' = ( .P)1 . Fit error (FE) is used to compare the quality of the fit:
FE=x(oA -- 1,o -- 1).

Several approaches are used to represent optical properties of the materials. Standard
reference spectra [5] is used for Si substrate and SiO2 thermal oxide. Bruggeman EMA is
used to represent optical response of the polysilicon and oxynitride The effective refractive
index nE in this approximation can be obtained from the following equation

. , 2 M = 0o Ef, = In, - 2n o ;
where f., ni are volume fractions and refractive indices of the constituents, respectively.

Harmonic (2D-Lorentz) Oscillators approximation (HOA) (7](9] is used to represent op-
tical constants spectrum of the polysilicon ( pc- Si):

=1 1 1

(E) = 1+ E.E+ +ir E - E + iro

where f = e + ie2 is a dielectric function, n=4, A. = A" ei - , E. and r. are amplitude,
energy and dumping coefficient of the a - th oscillator, E is energy(wavelength) in eV.

Analysis of the results and discussion

The modeling of the samples #1, #2, #3 was done sequentially ; the film stack found
from the sample#1 was assumed unaltered and used in further analysis of samples #2 and
#3. The general pattern of the A, TP spectra( fig. 3) behavior is set by the OPO structure.
Addition of the relatively thin layers of Si nitride and oxide on the top, causes almost
parallel shift in vertical direction of the UV shoulder ( where poly-Si is opaque) and small
change in the wavelength position of the interference peaks. This observation emphasizes
the importance of accurate description of the underlying OPO structure and receiving of the

good fit to the measured data.
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Poly-Si was first modeled using Bruggeman EMA with c-Si, a-Si, SiO 2 as a constituents
of the composite mixture. The modeling procedure for this type of application is described
in details elsewhere [6) and was followed. The layer was represented by two films to reflect
the presence of the roughness interface. The thicknesses of all layers and constituents volume
fractions of the poly-Si films were iterated. The results of the best fit ( fig. 1 ) suggest that
poly-Si layer was almost completely recrystallized during annealing with small concentration
(6%) of the a-Si and virtually no SiO3 or void network in the interface layer. However,
distinctive discrepancies of the fit in the UV and IR ends of the spectrum indicate that
these results must be taken very cautiously and can serve only as a raw estimate of the
real structure. The behavior of the spectrum calls for the increase of the 'amorphization'
in the top part of the poly-Si - to smoothen the 365 nm peak without increase in the
absorption , unavoidably brought in by the a-Si, as it can only worsen the fit in the NIR. The
most plausible, explanation of this behavior is that EMA can not correctly represent optical
properties of the recrystallized poly-Si (pc-Si) . One of the main reasons is broadening of
the interband transition peaks due to disordering and finite crystallite size [7](8]. As a result
the effect of the micro-crystallinity is most significant in the vicinity of these critical points
(CPs) - in our case 2D CP at 365 nm, which arises from the transition along the I-L axis
of the Brillouin zone.

It is appropriate, therefore, to apply Harmonic Oscillator (HO) representation of the
dielectric function. The model parameters of sample#1 found in EMA were used with
the top poly-Si film represented by HO. The thicknesses of all films and parameters of
the oscillators were allowed to adjust .Excellent fit was achieved in the UV shoulder, but no
improvement in the IR part of the spectrum. Thicknesses of the layers almost did not change
(fig.1), but optical constants spectrum , modeled with HO , assumed characteristic for pc-Si
shape (fig.3). It is interesting to notice, that the optical constants spectrum received in HO
approximation has exactly the same behavior as previously reported spectrum[6] derived by
direct iteration on optical constants during simultaneous modeling of data taken at two AOI
on a similar sample.

It is conceivable that long-range order was not completely restored during recrystalliza-
tion process, which causes some deviation from the c-Si .To check what kind of correction of
the optical constants spectrum can bring about the improvement in the fit in the NIR range,
the HO approximation was also applied to the third layer. All parameters of the filmstack
were allowed to adjust to achieve the best fit . Discrepancy in the NIR disappear but, re-
markably, the optical constants spectra generated using HO approximation was practically
undistinguishable from reference spectrum. The only difference was the decrease on 0.01 in
absorption coefficient vs. the reference spectrum.

Si0 2  108k Sio 99A L S0 2  J

5103 80A Si + aSi + 5io 81A _S - i(H3A 82A c - Si(HOAA
j 14lok i]1 0 [ i+fasi -] 1413k c - Si(I1OA

SiOz .800k 8i0 849A IiI] 849k [ so ]
Si Substrate ] i i Substrate] [si bstte F Si Substrate

a). b). c). d).
fig. I Models of the sample#l : a). Nominal filmstack ; b). model#1 (EMA repre-

sentation): fdrn#2- c-Si, film#S- 0.94 c-Si + 0.06 aSi; FE=I.78, X2--54.6; c). model#2
(Combined EMA and HOA) FE=S.6,X2-4S ; d).model#S (HOA): parameters of HO - in
Table 2, FE=S, 05X2=2.1.
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Table I: Parameters of the oscillators in HOA of sample#I(model#3)

isc-Si(HOA) Film#2 Mec-Si (HOA) Filiss#
SE (eV) A r" O(rad) E (eV) A r (eV) 4(rad)

1 3.3943 2.6459 0.169 -0.5836 3.3574 2.5808 0.1024 -0.9606
3 4.2592 6.4137 0.1797 0.1292 4.3382 6.4845 0.01 0.0875

4 10.3197 17.3454 3.3609 0.9647 8.6315 23.1005 2.6473 0.7126

Si02  59.4±5A
SisN4 +SiO ]142±0.4A Si 3N4  48.6±5A

Si2O 101± .A 101A [ SiO, 135±10A
9 O- Si(HOA) 9 0.7A [ - Si(HOA) 9oA uc - Si(HOA) o0A

,,e - Si(HOA) 1405±3A I , - si(HOA q 1405A pc - Si(HOA) 1405A

SiII 8494iA I 849A Si02 849A

SiSubstrate Si Subm si Subsrate
Sample #1 Sample!!2 Sample#3

fig.2 . Results of the modeling Samples #1- #3.
- indicates 90% confidence interval for thickness value, which was iterated during the

modeling. Sample#1 : X2  ., FE=3.08 (HO parameters are in Table 1). Sample#2: X2
= 4.2, FE=0.5, Silicon Nitride EMA: 0.84a2"0.0O2 Si3N4 + 0.158 SiO2 . Sample#3: X2=23
FE=0.85.

Modeling of the sample#2 was done using results of the sample#l. Best fit was achieved
by iteration on thickness and constituents volume fractions of silicon nitride using EMA
representation (fig.2).Sample#3 was received by oxidation (RTO) of sample#2. First mod-
eling was done in the assumption that oxidation affected only two top layers and underlying
structure did not changed. Thickness and volume fractions of silicon nitride (in EMA) and
thickness of the top SiO 2 were used as adjustable parameter. No reasonable fit was achieved.
The growth of the oxide at the inner surface of the nitride layer reported by T.S.Chao et
al [11 can be a possible explanation. During the oxidation optical thickness is practically
invariant. This fact and the thickness of the layers makes the problem very ambiguous and
dependant upon initial values. Correlation of the parameters result in significant uncertainly
of the thickness values (fig.2), which neither further UV, nor reflectivity measurements can
improve [10] . However, correct selection of the initial approximation gives a good estimate
of the thickness of the films even with crude model of sharp interfaces. Auger profile mea-
surement gave consistent results for the thicknesses of the films, indicated presence of - 5%
of SiO 2 in the Nitride layer and - 5. interface layer between nitride and oxide;- this is
within margin of error due to correlation of the parameters in ellipsometric measurement.
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Conclusion

Spectroscopic ellipsometry has been used to characterize oxide/ poly-Si/oxide/nitride/oxide
(OPONO) structure on the Si substrate. Analysis of the dita taken at AOI 750 and 650 deg.
in 300-800 nm spectral range identified complete recrysta II 1/ation of the poly-Si after anneal-
ing and suggested its transformation to the pc-Si. Model ig of the results using Bruggeman
EMA and HOA, showed that Harmonic Oscillators representation significantly improves the
fit and yields results consistent with the that received by direct iteration of optical constants
in modeling of Multiple Angle of Incidence data.

Finally, accurate representation of the underlying OPO structure and analysis of the
samples taken at the sequential stages of the technological process allowed to estimate thick-
nessess of the ONO sublayers.
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ABSTRACT

In-situ dual-wavelength ellipsometry and laser light scattering have been used to monitor
growth of Si/Si I.,'Ge heterojunction bipolar transistor and multi-quantum well (MQW) structures.
The growth rate of A-doped Si0 sGe, has been shown to be linear, but that of As-doped Si is
non-linear, decreasing with tini. RNefractive index data have been obtained at the growth
temperature for x = 0.15, 0.20, 0.25. Interface regions - 6-20A thickness have been detected at
hetero-interfaces and during interrupted alloy growth. Period-to-period repeatability of MQW
structures has been shown to be +IML.

INTRODUCTION

As the complexity of device structures increases it is becoming more important to produce
multilayer structures to a precise specification. Si1 Ge1 alloys are under investigation for
applications in heterojunction bipolar transistors (HBT) and MQW far-IR detectors. These
structures require growth of very thin, strained layers with well controlled constant, cr graded,
composition and dopant profiles. Achievement of the ultimate performance of such devices may
require in-situ process control. This paper reports real-time monitoring of low-pressure vapour
phase epitaxial (LPVPE) growth of both HBT and MQW structures using in-situ dual-wavelength
ellipsometry (DWE) and laser light scattering (LLS). We have priously used these techniques
to optimise the growth of high quality homoepitaxial . layers- and preliminary results on
Sil-xGex/Si heterostructures have been reported recently '.

EXPERIMENTAL

The epitaxial layers were grown on Si (001) substrates by LPVPE in a UHV-background
stainless steel reactor described previously4 , growth temperatures being in the range 610-750'C.
GeH 4 and SiH 4 in ratios of 0.05-0.08:1 were used, together with H2 at total pressures of -15Pa,
to produce alloy layers with 0.15 x <0.25. B2H6 and AsH3 were used for p- and n-type doping,
respectively. Heterostructures were usually grown by using a 10-20s growth interrupt at each
interface to establish correct gas ratios before switching into the growth chamber, total gas
pressure being maintained by balance H during the interrupt.

In-situ DWE measurements were made using the 364nm (3.41eV) and 488nm (2.54eV) lines
from an Af* laser at 70* angle of incidence, together with a rotating-analyzer system as described
previously12 . LIS measurements were made using the 488nm line, fom the same source beam,
the scattered intensity (I) being monitored normal to the wafer 1. A- / (phase difference-
amplitude ratio) data at the two wavelengths were recorded once per second and I was sampled
once every 2s. The A-V data were converted, after correction for window effects, into pseudo-
refractive index, <i> = <n> + i<k>, or pseudo-dielectric fbytion, <c> = <El> + i<C2>,
data. The data were fitted using a regression analysis package which allows fitting of optical
constants, layer thicknesses and growth rates, based on ideal abrupt interfaces and the Fresnel
reflectance relations.
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RESULTS AND DISCUSSION

The two wavelengths used in DWE were chosen to have a high and low penetration depth
(-Iim at =488nm, -0.01jun at )=364nm) to provide complementary information. Thus, the
visible wavelength provides a real-time measurement of growth rate for relatively thick layers,
while the UV wavelength gives a real-time indication of composition and microscopic surface
roughness. In addition, LLS gives information on surface morphology, being sensitive to surface
roughness with lateral spatial wavelengths > V/2. Sil 1 Ge has a tendency to grow o Si with an
undulating surface. tV minimise the elastic strain en . Jue to the lattice mismatch . LLS and
DWE have shown"- that the delay before onset of this surface roughness decreases and its rate
of development increases as the growth temperature or Ge content increases. A
composition/growth temperature/thickness regime has been identified for the growth of smooth,
fully strai ed alloy layers. Thus, Si0 gGe0.2 grown at 750°C shows rapid roughening (detected
after -80k while at 610°C layers remain smooth until thicknesses -1500A have been
deposited . For x -0.15, thicker layers can be deposited even at 700°C, without roughening.

Figure 1 shows DWE traces (A only) obtained during growth of the p-type base and n-type
emitter regions of a HBT structure. The lower penetration depth of X-=364nm is evident since
A rapidly reaches a constant value representative of fi for bulk Si0 Geo? while interference
fringes continue for the other wavelength. This can be seen more cleary in igure 2 which shows
extended growth of Si 8Geo 2 at 610 0C. In the fit to these data, ft is allowed to be different at
each wavelength but iR kept constant as a function of time, except for a -10A anomalous
interface region which will be discussed in more detail later. Further constraints on the fit
parameters are imposed by the requirement that the growth rate is the same at each wavelength.
Thus, the data for the bulk of the layer are very well fitted by a model assuming growth of a
layer with constant ft at a constant rate of 1.05(±0.01)A/s. No change in growth rate as a
function of time was detected for undoped or B-doped Sin gGe0.2: However, as can be seen in
figuie 1, the fringe separation for As-doped Si increases wil time, indicating a decreasing growth
rate. Growth of undoped Si produces a regular set of fringes (not shown), giving a consmtan
growth rate of 7.65 (±0.02)A/s at 7001C. Growth of Si:As with AsH 3/SiH ratios of 3.8 x 10-
commenced at the same rate but this decreased gradually to -2.5A/s after bout 25min. This is
believed to be due to As surface segregation and these results will be discussed elsewhere.
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Figure 1. DWE traces (A only) Figure 2. DWE traces for Sio.$Geo.2
for growth of HBT structure. growth on Si at 610°C. Top and botiom

traces are for X = 488nm.
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Mw anomalous inita growth region mentioned tuba can be seen more clearly in flure 3
which shows results fronf-OOA growth of SioGe2 (A-B) followed by Si growth. A distinct
change can be seen particularly at AxM38amri a&te about IN alloy growth. The fits which
deviate markedly from the data awe obtained, from models assiuing growth of a sine niorm
alloy layer followed by a single uniform Si layer. T fits which agree well with the Zo daaicude
an interface bae with diffeant optical conIstants to the bulk and are shown in mome detail for

"-ftnim in M ;ur 4. For this model, the optical consants, growth rate and thickness of an
interface layer at each beterujunction have also been fitted. Typically, the layer at the interface
ofSiGeO.2 on Siis -10A thick while that at the Si on Si0 G a0 i erface is -20A, both having

tasbetween the bulk Si and Si0 ONe rates. in ~rwords, there is a time-depeadent
build-up of the growth rate of Sjise3 on Si, and an initial enhancement of that of Si on
Si0 5 Ge%.. in agreement with the 9~cusions from molecular-beam epitxy (ME) growth studies
baiii on Ge surface segregatin Because of high parameter correlations for these very thin
layer there are larp confidence limits on the optical constants. Real-tim pcrsoi
ae=s=er measurements now in progress shouldl provide more information on the optical
constant of these interface layers.

Further information on inef6 ein has beeni obtained by studying interrupted Sit Ge
alloy growth. Figure 5 shows data takn during growth of Si 55 le iat 70(0 C, in the form ot
<g 1 >> treecto*es The fit shown from A to B is calculae or, growth of a unifor Aloylayer on Si. A rpeatd part of this deposition is also shown which was interrupted after -60

ofgot0tpitB 
uigteitrutol 

2 i ntego chamber and no movement

<si vauesat onsan ~> whch s euivlet t th beinnngof a movement back to the
Si pintAflr -A o grwththetraectry esues ts llo-grwthdirection to point C. A
furherintrrut t Ccaue asiila Silik grwt onresmpton(C-D). as shown by

comprisn wth he rajctoy otaind drin Sicaprowh (-A)which returns to the sturting
point Fiue6sosrslso; iia rwhrna CitrWte at Band D). The
anomalous interface regions after resumption of growth (B-C aD 1-)haebn fitted here by
12-13A of a layer with the same optical constants as the Si substrate, before continuation of the
alloy laye growth (C-D and E-1. These dama therefore indicate that a Si-like region is grown
first on resumption of the growth. Confirmation of a reduced Ge contemv can be seen in
secondary ion mass spectroscopy (SIMS) profiles through interrupted regions" Comparison of

M - I

Figure 3. DWB traces for Sio.Se got Figure 4. A,1Wtraces at X=364 nas
(from A) on Si at 61C foldiivedby 10s in figure 3.
delay (B) and Si growth. Top and bottom
trace are for X. = 48m.
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figures 5 and 6 shows that this 'homo-interface' effect is reduced only slightly (by -25%) by
increasing the growth temperature from 610 0C to 700°C. However, at the higher temperature,
the anomalous hetero-interface (SiGe on Si) effects, possibly related to Ge segregation, have
virtually disappeared, * agreement with the MBE results, which also indicated a strong
temperaturdependene. Thus, the homo-interface effect may have a different origin and may
be related to the different H-terminated surface environments of the Si and alloy surfaces.
Further experiments are in progress to obtain a cleare understanding of this phenomenon.

Before ellipsometry can be applied for process control, a database is required of fa at the
growth temperature as a function of composition for several wavelengths. Figure 7 shows data
obtained during a sequential deposition of Sil- Ge with x=0.15 (from A), 0.20 (from B), 0.25,
each composition being grown to be optically i? at X=364nn. The results are shown in terms
of <1I> which is equivalent to ft at the optically thick constant values. For the highest x,
roughening can be seen after -4.5min growth as indicated by thq Oeviation of <R> from the fit,
due to the formation of the undulations as discussed earlier". The values of n decrease
monotonically from 5.05 (Si) to 4.74 (x-O.15), 4.62 (x--0.20) and 4.52 (x-0.25). These valun
are close to those expected from interpolation between results obtained by Humlicek and Garriga
at -530°C. The excellent fits shown in figure 7 again indicate that after the initial interface
region the growth is accurately modelled by growth of a uniform layer with constant growth
rate. The growth rate Gan be seen from the raw data to decrease with increasing x, the fits giving
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values of 2.lA~s (x-O.lS), i.iAis (x-0.20) and 0.95A/s (x-0.25). Anomalous interface regions
can again be clearly seen at the alloy interfaces (B and C), which can be fitted with -6A thick
layers with Si-like optical constants as in the interrupted growth fits discussed earlier.

DWE l as also been used to study the reproducibility of MQW structures. Figure 8 shows data
obtained diuring growth of a 10-period SiosGeojSi MQW with nominal well and barrier
thicknesses of iOOA. The more rapid decreas of A duing well grwth compared to the increase
during barrier growth reflects the faster growth rate of the alloy. The fit shown was obtained
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from the complete data set but with each period assumed to be identical, ie only one set
of il, growth rates and thicknesses was allowed to vary. The excellent fit obtained with this
assumption is an indication of the repeatability from period to period, only slight deviations being
visible towards the end of the growth. The differences in A and Wv values from the first period
compared to the rest are also predicted well by the model and are due to penetration of the light
into the substrate. After the first three layers the substrate is no longer 'seen' and the trace settles
down into a regular pattern.

Figure 9 shows DWE traces obtained during a 10-period MQW structure with nominally 30A
well and 400A barrier thicknesses as required for far-IR detector structures. Again, an excellent
fit can be seen assuming identical periods. The variability in the lower value of A at the end of
each well growth gives an indication of the reproducibility of well thickness. Variations within
+IA would produce the observed variation, assuming the composition is unchanged. Figure 10
shows an expanded fit to the first two wells and their separating barrier, showing the excellent
fit quality. Fits to the first two wells gave well and barrier thicknesses of 27A and 395A
respectively, while fits to the last two wells gave 27A and 390A. Thus, the repeatability of the
wells is within +IA and of the barriers is within +3A.

CONCLUSIONS

In-situ optical monitoring has been used to study growth of Si, Ge. HBT and MQW
structures. B-doped Si 8Geo 2 has been shown to have a constant grot rate but a decreasing
rate was observed for 'ls-dolped Si. Anomalous interface regions have been detected by DWE at
SiO 8Geo JSi hetero-interfaces and during interrupted alloy growth. The repeatability of MQW
stfuctures has been shown to be +I ML.
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REFLECTANCE ANISOTROPY AND SPECTROSCOPIC ELLIPSOMETRY
CHARACTERISATION OF WET SILICON WAFER CLEANING

1. T. BEECHINOR, P.V. KELLY AND G.M. CREAN
National Microelectronics Research Centre, Lee Maltings, Prospect Row, Cork, Ireland.

ABSTRACT

Silicon surfaces cleaned using standard wet chemical processes used in silicon device
fabrication have been characterised by two optical techniques, spectroscopic ellipsometry (SE)
and reflectance anisotropy spectrometry (RAS). Standard peroxide-based Si(100) wafer cleans
were studied by SE. It is demonstrated that the residual film on the Si surface is critically
dependent on both the sequence and type of cleaning steps performed. The sensitivity of RAS
performed on-line under an air ambient to HF etched Si(l 10) and 4" off axis Si(100) surfaces
is evaluated in comparison with kinetic SE data.

INTRODUCTION

Silicon surface preparation prior to fabrication process steps such as film growth or
oxidation will be one of the most critical challenges for deep submicron CMOS ULSI
technology. Increasing attention will therefore focus on Si-surface chemistry and passivation.
In particular the issue of characterisation of native and chemical oxides must be addressed. For
example, the absense or presence of an SiO layer on a Si surface will significantly impact the
adsorption of specific metallic contaminants [1]. However tighter control of surface quality
will require the development of surface sensitive non-contact monitoring techniques.

Epioptic probes [2] offer significant potential for non-contact, surface sensitive
characterisation tools applicable to on-line monitoring of both wet and dry wafer cleaning
processes. This work focusses on the evaluation of the sensitivity of two such epioptic
techniques, spectroscopic ellipsometry (SE) and reflectance anisotropy (RA), to wet cleaned
silicon surfaces.

EXPERIMENTAL

Single crystal CZ grown n-type Si(100), Si(100) cut 4" off axis towards I10], and
S(1 10) wafers were employed in this study. Table I describes the cleaning steps investigated
in this study. The RCA cleans [3] were carried out using an FSI MERCURY acid spray
processor. The HF-based cleans were carried out using immersion baths.

SE measurements were obtained using a phase modulated variable angle spectroscopic
ellipsometer having a spot size of 2x5 mm on the sample surface. SE spectra were measured at
an angle of incidence of 75" in the photon energy range from 2.0 eV to 4.5 eV in intervals of
0.02 eV, and expressed as a complex dielectric function e, are Ej [4.]

RAS measurements were made using a phase modulated RA spectrometer [5] having a
spot size of 12 mm diameter normally incident on the sample surface. RA spectra were
measured in the photon energy range of 3.0 eV to 4.5 eV at an interval of 0.02 eV.
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Table I. Wet cleaning processes for silicon wafers.

Process Description

SCI clean step H20 2:H20 1:5 (30 s)
H2 02:H20:NH40H 1:10:1 (90s)
H20 2:H20 1:5 (30 s)

SC2 clean step H202:H20:HCI 1:5:1 (90 s)
Standard RCA clean Spray SCI+100:1H 20:HF(120 s) +DI rinse+SC2
RCA"HF last" clean Spray SCI+SC2+I00: IH20:HF(120 s)(+DI rinse)
RCA"HF last" clean Spray/HF dip SCI+SC2+10:IH 20:HF(30 s)
DI rinse Deionised water rinse
HF etch 7:1 H20:HF etch (30,60 90 or 120 s)
BHF etch 4:1 or 7:1 Buffered HF etch (60 s)

RESULTS AND DISCUSSION

The measured pseudo-dielectric function (Ej) spectra for native oxide covered, standard
RCA cleaned and "HF-last" RCA cleaned Si(100) wafers are shown in Figure 1. Spray
cleaning was employed to process batches of three wafers in each case. SE measurements were
also made on a further batch of Si(100) wafers, where the HF-last dip was performed by
immersion without a final DI rinse. It is observed that the E2 Si peak in Ei, which is
particularly sensitive to surface film thickness, increases in amplitude from the native oxide
covered surface, to the standard RCA cleaned surface, to the "HF-last" process while the E, Si
peak height is reduced by the HF-last process

40 I I I

30 native oxide '-
- standard RCA ',\- -- HF last

cj- 20

10 ~

0
1.5 2 2.5 3 3.5 4 4.5 5

Energy (eV)

Figure 1. The imaginary part of the pseudo-dielectric function e, of native oxide covered
Si(100), standard RCA cleaned Si(100) and HF-last cleaned Si(100) with final rinse.

The measured SE spectra were analysed using two distinct optical models. Model A
assumed the surface film as a thin layer of SiO 2 on Si, using reference dielectric function data
for Si(100) [6], yielding an effective oxide thickness as a parameter. However, this model did
not take into account the observed dependence of the refractive index of thin silicon oxide on
film thickness [7]. A native or chemical silicon oxide modelled by a film of Si0 2 and a-Si has
been shown to be a more accurate representation [8]. In this present work, this model has been
expanded to a three-component homogeneous layer on c-Si(100), model B, where the layer is
composed of SiO 2 as major component, with a silicon suboxide (SiO) and c-Si as minor
components, to represent the increased refractive index and the effect of interfacial roughness,
respectively. The layer dielectric function was calculated by the Bruggeman effective medium
approximation (EMA) [9]. Fitting of SE data to optical models was performed using a least-
squares Marquardt algorithm.
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Table II. Best fit extracted material parameters for SE spectra of RCA cleaned wafers

EM P - Native Standard RCA/HF-last RCA/HF-last
Model Oxide RCA clean with final rinse without final rinse

S i:. d(A) 20.28 15.97 9.64 11.00
A Si(f0)

X2 1.63 1.74 2.30 2.32

Layer I d(A) 15.42 12.86 7.17 8.47
Composition:

SiO 2  % 70.47 78.75 53.53 54.38
B SiO % 14.77 11.46 9.60 10.11

Si(100) % 14.76 9.79 36.87 35.51
Si(l00)
X2  1.51 1.67 2.18 2.08

The extracted best fit mat,';l parameters for the RCA clean matrix are presented in
table II. Three general observatio., nay be made. Firstly, the effective oxide thickness after a
HF-last process is consistently si. ,er than for the standard RCA process. Secondly. model B
provides a consistently better fit an model A, indicating that the higher refractive index layer
used to model the native oxide or residual film is a more accurate representation of the thin
oxide. In addition model B also shows that the chemical oxide produced by the standard RCA
process is of higher quality than the native oxide insofar as its best fit silicon dioxide content is
higher. Thirdly, a poorer fit is obtained for the residual film after a HF-last clean, than after a
standard RCA process.

The residual film thicknesses for the HF-last RCA cleaned wafers suggest that a simple
chemical termination of the silicon surface is not obtained. Omission of the final DI rinse in
the case of 10:1 HF dipped wafers produced similar residual film thicknesses to the spray
clean. The clearest conclusion from these results is the marked difference in the composition
of the residual film after the HF-last process. Neither model attempts to represent the hydrogen
passivation of the surface which occurs at least to some degree for HF-last RCA processes,
nor do they explicitly address interfacial roughness.

The second part of this study focussed on the HF etch step in the absence of an RCA
treatment. Figure 2(a) shows the SE measured dielectric function for a Si(100) wafer before,
immediately after a 7: IHF etch for 30 s following a DI rinse and 40 minutes after this etch, as
compared with the bare Si(100) reference dielectric function. Using model A or B above, an
effective oxide thickness significantly less than the equivalent of a monolayer is obtained. The
calculated spectra from either model differ negligibly due to the small film thickness,
indicating a chemical termination of the bare silicon surface. It is also observed from Figure
2(a) and Table II, that the height of the E2 peak is correlated to effective oxide thickness, the
highest value being for the reference data from bare Si(100) [6]. In contrast, the increase in the
El peak appears uncorrelated to either the nature of the residual film or its thickness. The
presence of the film is sufficient to increase the El peak significantly above its value for the
bare wafer.

Figure 2(b) shows the differential ri (HF etched)-Ei (oxidised) SE spectra as a function
of time after the etch, highlighting the kinetic sensitivity of SE. It is obser d that the
differential SE spectrum is remarkably stable over a period of 50 minutes after the etch.
indicating that excellent passivation is achieved with the 7:1 HF etch. This passivation is
gradually lost after a further 2 hours in an air ambient.
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Figure 3 plots the kietc of reoidto vi the effective oxide thickness measured
using model B to fit successive SE spectra, meaure te four minute intervals, and shows the
gradual deteriration of the passivaetin. Fgure 3 also illustrates the dliff erent efctive oxide
thicknesses and kinetics of re-oxidation on Si(100) substrates cut 4, off-axis towards [011]
after 7:lHF etches of 30 s, 60 s and 90 s duration. While the native oxide on the off-axis
substrates is thicker than for the on-axis wafers, larger effective oxide thicknesses and faster
re-oxidation kinetics are deduced from SE measurements on the off-axis Si(100) substrates.
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Figure 2. (a) The imaginary part of the dielectric function ei. measured by SE from Si(100)
before, immediately after, and 40 minutes after a 7:I-F etch, compared to the bare Si(100)
reference data from ref. [6]. (b) Difference in SE ei spectra of etched and unetched Si(100).

The existence of a weak reflectance anisotro.y centred on 3.45 eV has been reported
[10] for HF-etched Si(100) substrates cut 4.5" and 6 off-axis towards [011] measured under
UHV and H2-ambient MOVPE conditions, where the hydrogen termination of the surface has
been confirmed. In this work, the reflectance anisotropy between the Si [011] and (011] axes
of the 90 s 7:1 HF etchsample was measured under an air ambient 5 minutes after removal of
the wafer from HF. No feature at 3.45 eV was distinguishable above the noise level. The effect
of 5 minutes exposure to an air ambient on this feature after HF etching is as yet unquantified.
However, the SE results indicate that the passivation is not as good as for the on-axis Si(100)
surface after this time.

Eary work on RAS revealed marked differences between the native oxidised and
buffered HF etched Si(110) surfaces [11], which possess an inherent anisotropy and
consequently large RA signal due to their 2-fold rotational symmetry. Figure 4 details the
increase in effective oxide thickness on Si(I10), extracted from SE spectra using model A with
a Si(ll0) substrate reference file, as a function of time after a 60 s 7:1 HF etch for 60 s
following a DI rinse. Figure 5 shows the difference in the Si(1 10) RA spectra measured before
and after this etch. A negative peak around 3.3 eV is observed for the HF etched wafer,
consistent with the literature [11]. This peak decreases slowly over the first hour after etching
as the effective oxide thickness measured by SE increases. A DI rinse performed after 7:1 HF
etching does not significantly alter the passivation asobserved by SE (Figure 4) or the
evolution of the peak in the differential RA spectrum with time after etching, as shown in
Figure 6.

The influence of 7:1 HF, 7:1 BHF, and 4:1 BHF etches on the passivation of the
Si(l 10) surface is compared in Figure 4. The BHF etch clearly produces an inferior passivation
layer and rapid re-oxidation of the surface. However, the characteristic RA feature at 3.3 eV
which appears after etching was observed to persist for 24 hours in the case of both 4:1 and 7:1
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BHF etches, as demonstrated in figure 7. It is concluded therefore that the origin of this RA
feature is not related to passivation. This RA feature decreases in amplitude over 20 hours,
consistent with the literature, but apparently unrelated to re-oxidation.
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CONCLUSIONS

This work has demonstrated the sensitivity of SE spectra to native and chemically
oxidised Si(100) wafers and has provided further evidence of the need to model such ultra-thin
oxides using higher refractive index values than are found in thick oxides. The contrasting
effects of standard and HF-last RCA cleans have been demonstrated. The influence of surface
orientation on HF etching of oxidised silicon wafers has been demonstrated using SE.

It is shown using SE that buffered HF produces a substantially inferior passivation on
Si(1 10) which re-oxidises rapidly by comparison with the HF etched surface. Comparison of
the kinetics of the RA and SE features which appear after BHF etching indicate that they
decay on markedly different timescales, and suggests that their origins are different, although
their spectral positions are similar. Further investigation of HF and BHF etch induced RA and
SE features is required to establish their origins, and their relationship to the quality of the
silicon surface produced by wet etches, so that they may be applied in on-line epioptic
monitoring tools.
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ABSTRACT

In the fabrication of mercuric iodide room temperature radiation detectors, as in any
semiconductor process, the quality of the final device can be very sensitive to the details of the
processing steps. Each processing step can either reduce the intrinsic defects and those extrinsic
defects introduced by earlier steps, or it can introduce new defects. In mercuric iodide these
defects can act as trapping and recombination centers, thereby degrading immediate device
performance or leading to long-term reliability problems. With careful study and monitoring of
each step, the process can be modified to improve the end product. In this work we used several
techniques to study processing steps and their effects. Photoluminescence spectroscopy and
photoionization revealed defects introduced during processing. One critical step is the formation of
electrical contacts, as both the material choice and deposition method have an impact. Four point
probe sheet resistance methods were used to characterize the loss of material from the contact as it
reacted with or moved into the bulk semiconductor. Ellipsometry was used to characterize the
intrinsic optical functions of the material, and to study the effects of surface aging on these
functions. Results from this work provide suggestions for the modification and monitoring of the
detector fabrication process.

INTRODUCTION

Many diverse applications currently utilize, or could possibly utilize, nuclear radiation detection
and spectroscopy. One major field currently of interest is the close monitoring of nuclear
materials, for the verification of non-proliferation treaties, or the tracking of unauthorized,
concealed materials. Environmental monitoring and remediation is another large field that is in its
early stages. Concealed weapons and contraband detection, nuclear medicine and imaging,
industrial process gauging, and basic science also have a need for such measurements. For all of
these applications a compact, portable, low-maintenance instrument would be extremely useful.
However, traditional detectors, such as high purity germanium (HPGe) or lithium-drifted silicon
(Si(Li)), require cooling well below room temperature, necessitating a bulky apparatus that is
fragile and that requires continued attention.

The semiconductor red mercuric iodide (az-HgI2) has several properties that make it an ideal
material for room temperature use, therefore allowing the production of the desired portable
instruments (1-5]. In particular, the high atomic number of the elements (ZHg= 80 and Z1=53)
means that the material has a high stopping power for photon energies into the MeV range, the
relatively low electron-hole pair creation energy of 4.2eV at room temperature allows a large
response per incident photon, and the large bandgap of 2.13eV at 300K results in a high intrinsic
resistivity (104fl2*cm), and low dark currents (10*1 A). Tnese properties result in a material
suitable for some of the highest resolution and sensitivity room temperature radiation detectors [6].
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The detector device structure used is usually quite simple, with thin (-250A) palladium contacts
deposited on the large faces of a HgI2 slab around 1cm x 1cm x Imm. The charge created by the
incident photons and separated by an applied bias is then measured by means of a system
composed of a charge-sensitive preamplifier, a spectroscopic amplifier, and a multi-channel
analyzer. These sensors are generally applied to the spectrscopic examination of x-ray and 7-ray
emissions. Figure 1 shows an example spectrum collected with a small (5mm x 5mm x 0.5mm)
HgI2 detector whose design was optimized for x-rays.

Although mercuric iodide has great potential in theory, there are many practical problems that
currently limit the actual device performance achieved [7). One primary problem is that not all
charge that is generated by incoming photons is collected at the contacts. This incomplete charge
collection effect is demonstrated by the left-side tailing of the 59.5keV peak in the spectrum of
Figure 1, as the "lost" charge results in a lower pulse height than is expected. This leads to a loss
of resolution by the broadening of peaks, and a loss of sensitivity as there are fewer counts at the
location of the photopeak. Another problem is the long term unreliability and instability of some
detectors. The spectral quality from such a detector will degrade over time, with peak height and
sharpness decreasing. Third, the material is very sensitive to mechanical handling, and can be
easily damaged. Finally, all of these factors lead to a low final yield of high quality detectors,
which means that the unit cost is prohibitive for many of the potential applications where a
compact, hand-held spectrometer would be useful.

HgI 2 detector biased at -900V and exposed to 1OgtCi 24'Ain
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Figure 1. Example x-ray/y-ray spectmm from a room temperature HgI2 detector.

The underlying cause of all of these problems, of course, is the material properties. The largest
limitations are related to charge traps and recombination centers. These centers trap charges and
may release them at unpredictable times, potentially over the scale from sub-seconds to years, and
lead to the observed degradation of performance. One source of these traps is impurities that are
present in the material, either from the start, or introduced during processing. Other sources
include intrinsic defects in the crystal structure from growth or processing. The other prime
material problems are physical and chemical in nature. Red mercuric iodide has a tetragonal unit
cell, and forms a layered structure. These layers are connected at iodine planes only by weak van
der Waal bonds, and thus the material is easily delaminated. Overall, the material is simply soft,
and plastic deformation can occur under a sample's own weight, if not properly supported. The
material is also very sensitive to heating, as at around 125*C the red tetragonal cr-HgI2 phase



undergoes an phase transition to the yellow orthorhombic 0-HgI2 phase, which has inferior
detector properties. Finally, mercuric iodide is strongly reactive with many agents, and the
meuand iodine have sufficient vapor pressures that the surfaces of an unencapsulated sample
will degrade withi hours.

All of these complications lead to the situation that mercuric iodide crystal growth and device
fabrication are non-trivial. Extreme care is required in the entire fabrication and handling process.
Therefore, processing diagnostics are useful to identify problems and point toward solutions. Off-
line procedures allow further time to fully study the process and allow for recommendations of
large-scale changes. On-line diagnostics allow for the rapid detection of problems arising during
actual fabrication, and allow for adjustments to compensate. This paper discusses measurements
that were primarily developed as cases of the former, but some of which are applicable (with some
simplifications) for on-line diagnostics.

EXPERIMENTS AND RESULTS

Photoluminescence

Photoluminescence (PL) has been shown to be a good technique for the detection and
identification of defect states in many materials. In mercuric iodide, much work has been done to
determine and understand the rich spectra found in most samples.

PL involves exciting a sample optically with above bandgap illumination, and collecting and
measuring the resulting luminescence spectrum as the excited electrons return to lower energy
states. Generally mercuric iodide PL is done using an argon ion laser (4880A line) in CW mode,
with a power of 20rmW, and the sample is cooled in liquid helium to around 4.2K. The resultant
peaks in the spectrum relate to the band edge and the defect states, or phonon replicas of these.
With these parameters, the excitation penetrates only a few micrometers, so the spectra relates to
the near-surface layers. In Hg12 PL there are two regions of interest, the near band edge region of
5290 to 5410A, and the deep level region of 5400 to 8500A. From the extensive characterization
that has been done previously, correlations between relative peak intensities and locations, and
associated process steps have been found for items such as impurities, sample aging, vacuum
exposure, stoichiometry changes, and contact materials [8-13].

The technique is non-destructive, except for the required thermal cycling and extra material
handling required. It can therefore be done on samples in the middle of processing, although a
simplified version would be required for real-time online measurements.

Afth rMetha Etch

ItA.

A, Before Methanol Etch

S290 5314 5338 5362 5386 5410 5490 930 6460 6990 7520 I050
Wavdengit (A)

Figure 2. Photoluminescence spectrum before and after methanol etching of a HgI2 crystal
sample, showing the introduction of an impurity-related defect state at -6700A.
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one example of a processing problem r:ea: by PL is shown in Figure 2. These PL spectra
ae f a sample i dily before and afer a methanol etch. This work was done primarily as
a test of alteive e=chans, as the current usual etchant of choice is 10% by weight of potassi
iodide in deiouied water solution, however, in fabrication the sample could also be esed to
solvents such as methanol during cleaning and rinsing steps. The spectra her show t even
though a high purity semiconductor grde methanol was used, a new defect level appears after the
etch. In particular, this level appears to be a C-related imprity defect. It has been shown in other
work that such defects severely degrade the resultant detetr performance because of charge
trapping effects.

Another method that is useful for studying traps in mercuric iodide is photoionization (PI). In
this newly developed technique a temperature controlled sample is illuminated with photons of
i g energy and the photcu t, or photorespon, is measured. The resultant peaks in the
spectum as a function of wavelength, for below bandgap excitation, relate to the trap levels.
Varying the temperature gives further detailed information regarding these traps.

Figure 3 shows an example of a PI spectrum. The sample here is a piece of mercuric iodide
that was intentionally doped with copper to a concentration on the order of lOppm before the
application of the palladium electrodes. The peak at around 2.05eV is seen only in the Cu-doped
samples, and therefore it most likely relates to a trap introduced by the presence of this impurity.

Another parameter that can be obtained from this measurement is the barrier height of the
metal/semiconductor interface. Extrapolating the linear portion of the square root of the response
per incident photon to its zero-response value gives the barrier height, and the direction of the
current gives the type of barrier (hole/electron).

This technique can be considered non-destructive when applied to partially fabricated detectors,
as the contacts applied for the detector can be used for the P1/PR measurement. Again, the issues
are merely those of thermal cycling and materials handling, and the limitations of the time and
equipment needed for a measurement on-line.

0.4 000 LO 1.0 11 13 .4 .0 1.4 3.0 1.640170 1.00 1.90 2.00 2.10 2.20

Figure 3. Photoionization spectrum of a Cu-doped Pd-contacted HgI2 sample at 300K.

Four-noin Probe Sheet Resistnc

One area of the mercuric iodide detector fabrication that has not been fully studied is the choice
of contact material and deposition method. Given the reactive nature of mercuric iodide, it is likely
that any materials brought into contact for use as an electrode is going to change the substrate and
be changed itself. Besides the formation of new products by reaction, mobile species from the
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contact can move into the bulk of the mercuric iodide, thereby introducing further charge trapping
centers.

A simple technique that can be used to characterize the quality of the contact and its interface
with the mercuric iodide is the four-point probe sheet 'isance measurement [ 131. Four tungsten
carbide tips in a linear arrngement am brought into contact with the sample and a known current is
injected through the outer two. TIle voltage measured between the inner two probes is directly
related to the resistance of the sample film, which is related to the effective thickness of the
conductive film. Monitoring this resistance versus time reveals changes in the contact film.

Copper contacts showed an exponentially increasing resistance, as expected, since copper is
known to diffuse rapidly into mercuric iodide. Figure 4 shows the more unexpected results.
Palladium and the refractory metal tungsten are generally considered relatively stable on mercuric
iodide. However, it appears that these materials move into and/or react with the mercuric iodide,
as the resistance does increase. Both do form a reaction barrier, though, as the resistance
eventually stabilizes, leading to the apparently stable contact that is generally assumed. Pd does
this rapidly, and this is why the contacts have been generally thought to be stable. The W change
is somewhat slower, but still stabilizes within a few days.

The technique is a somewhat destructive technique, as the probing mechanically damages the
extremely soft meruric iodide. In fact, in order to obtain stable resistance readings, relatively
thick films (-1O00A), and very careful probe tip application are required. Otherwise, the tips
simply poke through the film and measure the very high resistance of the bulk mercuric iodide.

MTie Varlatof Meammd St Reudaue Time Varinoi 9( Measured Sheet Realstawe
for Nomngi 101 Pd Flm olns for Nominal MA W Him on Hgl, mn Glass

1.79! Is

IT

1.79

ThihW Infpd.t pn&..ald W IGI
Setdm. -. l i ' ' --,.. ... ]l1.785pd~ br g 1k .-1- Ro W - I.

-- IJ1.784 17

1.774 . .__._._.__._._._12__0_'_______24W
0.0 0.5 1.0 1.5 2.0 S 400 S00 t200 6M 200 2dM

Tie, t, (hors) Time, t, (homs)

Figure 4. Four-point probe sheet resistance measurements of Pd and W contacts on Hgl2.

Variable Angle Soectosconic Ellipsometry (VASE)

One final technique was employed to study the optical functions of bare mercuric iodide.
Variable angle spectroscopic ellipsometry (VASE) can give detailed information about the dielectric
functions of the material [14]. Since the HgI2 structure is anisotropic, separate functions are
required for the c-axis and a,b-axes.

Ellipsometry in general determines the ratio of complex reflectance rp to rs, with r and rs the
reflection coefficients of light polarized parallel to and perpendicular to the plane of incidence,
respectively. This complex ratio is traditionally determined as an amplitude and an angle.

p = rp / rs = tan(IW) * exp(i*A)

with A and V the calculated values. The pseudo-dielectric and optical constants are obtained from
these values by further calculations. Using variable angles of incidence and wavelengths, one can
obtain further data which gives greater information about the optical functions of the sample.

Once these functions are characterized for bare, unadulterated mercuric iodide, they can be used

69



to study the effects of certain processing steps. One inevitable processing step is aging. Mercuric
iodide left exposed to air (or even in other ambients) exhibits a large change in the surface. This
surface degradation is know as aging. This phenomenon is possibly related to the sublimation of
material from the surface, since the vapor pressure of the mercury and iodine are rather high at
room temperature. Figure 5 shows the optical functions for an aging sample. These spectra show
that there is indeed a change in the optical characteristics related to aging. It is believed that this
change is caused by an increase in the amount of "voids" present in the near surface region, which
fits with the picture of material subliming away.

3.5.____ _• __ ___ 2.0
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Photon Energy (eV)
Figure 5. HgI2 surface aging effects, characterized by the VASE measurements, via the changes

of anisotropic refractive indices. The solid lines represent measurements right after the
10% KI etching, and the dashed and dotted lines are results, from the same sample,
measured -20 hours and -548 hours after the etching, respectively.

Fabrication Modifications

These measurements all lead to the conclusion that certain processing steps can be improved.
These measurements show where in the process sequence defects are introduced. Particular
changes that are suggested include the use of high purity starting materials and processirg
chemicals, the proper choice of contact material, dnd the minimization of material aging. Also,
some of these methods, the PL, PI, and VASE, in particular, can be simplified enough to
incorporate into real-time online diagnostic tools. With these tools, acute or chronic changes in the
amount of defects present in a detector under production could be detected, and conditions changed
before too much material, time, and effort is wasted. This could potentially increase yield enough
to lower the per unit cost to a point where other applications of detectors become feasible.

SUMMARY AND CONCLUSIONS

Various measurements, including photoluminescence, photoionization, four-point probe sheet
resistance, and variable angle spectroscopic ellipsometry have been conducted on mercuric iodide
samples subjected to the processing steps required for room temperature x-ray and y-ray
spectroscopic detector fabrication. These measurements highlight the effects of different steps and
show correlations between the presence of defects and detector problems. These measurements,
therefore, suggest changes required in the processing steps. Finally, some of these techniques can
be incorporated into online fabrication diagnostics :o more rapidly correct yield prob,-.s.
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PART II

Reflectance and Light Scattering Spectroscopies
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ABSTRACT

Ion implantation, diffusion, epitaxy, oxidation and ion exchange are common processing steps
which alter the refractive index of dielectric media. These changes can be probed non-destructively
by optical methods such as infrared and ultraviolet-visible spectroscopy, and related to material
structure. An overview is given of the bilinear transform of reflectance and its use in conjunction
with Fourier spectral analysis for thickness and refractive index estimation. Closed-form solutions
are presently available for the bilinear transformed reflectance of heteroepitaxial multilayer structures,
and for materials containing graded refractive index profiles. Salient features such as positions of
interfaces and refractive index steps in multilayer media: depth and width of buried inhomogeneous
layers; and width of a transition region between layers of constant refractive index can be determined
directly. Under certain restrictive assumptions the bilinear transformed reflectance is shown to be
invertible, which allows one to determine the complete refractive index profile. Examples are
presented which illustrate the determination of thickness and refractive index of individual layers in
multilayered structures. Specific examples include silicon-on-insulator, and I-V heteroepitaxial
structures such as lnP/lnGaAs/lnP. Analysis of the reflectance of medium to high energy implanted
Si or GaAs allows determination of mean damage depth and standard deviation. The invertibility
of the bilinear transformed reflectance is illustrated by estimating the refractive index profile of
nitrogen implanted silicon.

INTRODUCTION

Device architectural degrees of freedom include planar dimensions, layer composition and doping
levels, as well as layer thickness. With the rapid progress in epitaxy of compound semiconductors,
complex multilayer structures can be grown to high degrees of perfection. Ternary and quaternary
[I-V compounds, involving several layers ranging in thickness from tens of nanometers to several
micrometers, find application in microwave active devices and opto-electronic components. Device
processing steps such as ion-implantation and thermal treatment could also result in crystal damage
or perturbation of carrier profiles and interface gradients between different layers. Consequently,
there exists a need for a rapid, non-destructive technique for the determination of the individual layer
thicknesses and refractive indices, as well as the depth and profiles of implanted ions and lattice
damage.

As a result of its inherent non-destructive nature, optically based methods abound. Reflectance
techniques such as spectroscopic ellipometry, infrared and UV-VIS reflectance spectroscopy,
differential reflectance, electro- and photoreflectance, and inelastic light scattering techniques such
as Raman spectroscopy and photoluminescence are employed to determine composition, structure,
strain, defects, impurity levels, interface and surface roughness, barrier heights, electric field
strengths, thickness, carrier density, carrier velocity, position of carrier concentration peaks, transition
layers, etc.I 1-8]

Spectroscopic ellipsometry has proved itself as a very sensitive and accurate technique for
determination of thickness and composition of thin heteroepitaxial layers during or after the growth
process. However, it suffers from the following drawbacks if multilayers are to be analyzed[4]:
- the required multi-parameter least-squares curve fit may lead to spurious solutions
- a-priori knowledge of the number of layers, layer thickness and optical constants is required.
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This paper presents a review of an optical technique based on Fourier spectral analysis of the
bilinear transformed infrared reflectance. It was initially developed for slicon-on-insulatorl5l and
later refined for multilayer heteroepitaxial matenriall61 and inhomogeneous layers 19,101. It is a truly
multilayer method, since there is no upper limit to the number of layers which can be resolved, and
the maximum thickness is only limited by the coherence length of the light source. The minimum
layer thickness which can be resolved is material dependent, but it generally lies between 100 nm
and 200 nm. It therefore forms an ideal complement to spectroscopic ellipsometry.

THEORY AND SIMULATIONS

Homogeneous mulliayer structure: The optical reflectance pattern of multilayer media is rich in
information, but until recently it has been a rather daunting task to extract structure parameters from
it. Without an underlying theory, its Fourier spectrum seemed to be just as difficult to interpret.
Consider a layered structure consisting of an infinitely thick substrate with refractive index n, and
m layers, thickness d, d2, .... d. and refractive index n1, n2, ..., n., respectively. The layers are
numbered consecutively from the surface. Monochromatic light with wavenumber w incident from
air, suffers multiple reflections and refractions at the interfaces. In principle the resulting reflectance
for normal incidence may be calculated by either the matrix method[ Il] or by means of the theory
of graphs[12j. We will outline a derivation based on the matrix techniqueill]. Each individual
layer (j) can be modelled by means of a 2 x 2 characteristic matrix M, which contains sine and
cosine terms of the phase thickness 0,, where

sJ = 2xwn, (1)

where n, is the refractive index (lossless film), and d, the thickness of the j'th layer. w = l/X is the
wavenumber. The assembly of m layers is characterized by the matrix product of all individual
characteristic matrices, leading to a matrix A. This is used to calculate an effective refractive index
n. 161. The total reflectance is given by

R)(w) =(1-n) 2 (2)
(1 +nt)I

Both the numerator and denominator of R""(w) contain sums of products of sines and cosines of
the phase thickness of the various layers. This implies that the Fourier spectrum of reflectance of
the multilayer contains an infinite number of Fourier terms, which makes it impractical for obtaining
thickness and other parameters. However, if the reflectance is first bilinearly transformed [131, the
discrete frequency components present in the denominator are totally removed, leaving only a well
defined number in the numerator [13]. This transform is defined by:

1)a)(w) = I + R(w) _ 1 [ 2 + (A2 21 + n

1 - j(w) 2n, 2

where Aki(m)(k,l = 1,2) are the elements of the matrix A.
It can be shown that the number of Fourier components is given by[61:

N = 0.5[30 + 1] (4)

For example, N = 5: 14: 41 for m = 2: 3: 4, respectively.
Homogeneous multilayer structure with small refractive index steps: If the steps in refractive index
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between the various layers are small (less than say 20%), only first order interference effects
have to be taken into consideration. Under these conditions, which is typical for 111-V and If-
VI semiconductors, the expression for bilinear transformed reflectance becomes particularly
simple, and the number of discrete frequency components in its Fourier spectrum is reduced
to m, where m is the number of layers[6].

1
$ - I

BtO)(w) = + L(- __"' )' 1os2 j OI (
2 I-I!, , ) J-

This expression pertains to a layered structure where the layers are numbered from the surface,
and with n.+, = n., the substrate refractive index.

It can be seen from eq.(5) that the Fourier spectrum of B(')(w) in this instance consists of a
series of m delta functions convoluted with the Fourier transform of the data window. These
spectral peaks appear in the same sequence as the interfaces with the surface at zero frequency,
and each of the lines corresponding to a different interface. With relatively small changes in
refractive index between layers, the spectrum is an almost scaled cross-sectional representation
of the layered medium. The amplitudes of the spectral lines arc proportional to the steps in
refractive index between the layers. The technique of thickness estimation is illustrated by
simulated reflectance data of a 5-layer AIGaAs-GaAs structure, shown schematically in Fig.
1(a). The data are simulated in the wavelength range 0.9 tot 2.25 pm below the direct band
edge. The refractive index of AlGal.,As is a function of the mole fraction x of AIAs in the
alloy, as well as the optical wavelength. Expressions for n(x, A) were obtained from the model
presented by Adachi[14]. We neglected the type and doping dependence of the GaAs and
AIGaAs in the simulation. This will not affect the peak positions significantly; only the
amplitudes.

The layer parameters, starting from the front surface, are: x, = 0.3; d, = 4 Pm; x2 = 0.02;
d, = 0.8 pm, x3 = 0.2; d3 = 0.8 lim; x, = 0.1; d = 1.3 pm, x5 = 0.3; d5 = 15 pm. These values
were used to calculate the reflectance as a function of inverse wavelength[6]. The reflectance
curve, shown in Fig. 1(b), was bilinear transformed over the inverse wavelength range 4450 cm'
to 11250 cm-. The data record was corrected for dispersion, high-pass filtered, zero padded and
Fourier transformed by the fast Fourier transform (FFT) algorithm. The resulting Fourier
power spectrum is presented in Fig. 1(c). Because the maximum step in refractive index is less
than 6% for x. = 0.3, the Fourier spectrum may be converted directly to an approximate cross
sectional view of the multilayer structure. The spectral peaks occur only at positions
corresponding to the interfaces, with the amplitude of the power spectral lines directly
proportional to the square of the difference in fractional change in the refractive indices of
adjacent layers.

The minimum thickness which can be resolved is determined by the resolution of the Fourier
transform, which in turn depends on the length of the data record. If at least one period of a
signal is required in order to determine its Fourier spectrum, then:

2n(w, - win) (6)

where (w., - w.i.) = available wavenumber range. For example, if n = 3.5, and (wmj-w.i.) =
104cm', dmi. = 0.14 pm. w. is limited by dispersion and absorption, while w.i . could be
restricted by free carrier effects. The deleterious effects of dispersion may be reduced by means
of a non-linear deformation of the wavenumber axis(151.
Buried inhomogeneous refractive index profdes: Many processes involved in the fabrication of
electronic devices modify the dielectric properties of the materials, either by alteration of the
crystalline structure of semiconductors by ion-implantation, or by electrical charges produced
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by activation of dopants after annealing [16,171. These dielectric modifications can be used to
evaluate the different manufacturing processes. In fact, several measurement methods are based on
the analysis of reflectance measurements, simulations and least-square fits [16-191. However, the
interpretation of results may get complicated when increasing the complexity of the media.
Semiconductors possessing graded refractive index profiles are typical examples, as shown in Fig.
2. We have developed analytical solutions for reflectance, bilinear transformed reflectance and
transmittance of these materials. Our formulas include first and second order effects, but in some
situations a first order approximation is adequate for facilitating the necessary computations.

The bilinear transformed reflectance for a medium with a graded refractive index was calculated
by dividing a hypothetical profile in homogeneous differential layers and treating the system as a
layered structure(20,21 1. Considering that the thickness 'Ax' of every layer tends to zero; that the
refractive index 'n' is a function of the depth 'x': and neglecting terms of order higher than two, the
bilinear transformed reflectance can be expressed as:

1+2 2
B(W) -r= -r1 p2(w) + r0 p2(w) (7)

where ro, is the reflectivity coefficient between air and the surface of the material, and the functions
PI and P2, accounting for the first and second order effects, respectively, are:

1 (w) d(x) cos 4wf n(E)dddx (8)
o n(s) dx0

PAW) = f ± f dn(9)cos4w n(p)dp dEdx (9)
( n(x) d {n(E) dI

If the refractive index change is not very large, p2 (w) can be neglected. In this instance
calculations using numerical methods are very time efficient compared to the matrix method. With
this simplification some cases can be solved analytically, e.g. a gaussian refractive index profile with
a standard deviation Y, where the refractive indices at the substrate and at the peak are n, and Nr,
respectively, and the depth from the surface to the peak is xp. It can be shown that for In -nI <<
n,, eq.(7) can be approximated by:

[ (4xan, w)2

B(w) = Do + xw pxv 2( 4 sln(4inxw) (G0)

where K is a constant dependent on o, N, and n.. Eq.(10) represents a sinusoid modulated by a
Rayleigh function, with frequency '2n,xp' proportional to the position of the peak of the gaussian.
From eq.(10) we obtain that the maximum of the envelope occurs at w. = (4xan.)-1. This last
observation may be used for estimating (, from reflectance measurements.

In order to illustrate the validity of this theory, simulations were performed by means of eq.(7 )
as well as by the matrix formulation till. The case of a buried gaussian refractive index profile is
analyzed. Figure 3(a) shows the bilinear transformed reflectance calculated with eqs.(3) and (7) for
this type of profile where a - 0.1 pm, xP = 1.7 pm, n, = 3.45 and =4.8. The first order
approximation as well as the second order term are shown in Fig. 3(a). Note that frequency
information (2nx,,) is produced by first order effects. Fourier spectral analysis

79



of the bilinear transformed reflectance (Fig. 3(b)) presents one peak centred at 1.75 jim, this
value being very close to that used for x,.

For moderate refractive index changes, e.g. n-= 3.8, p, was negligible for the whole
wavenumber range used, and simulations by means of eq.(7) were more than 25 times faster
than those performed by the matrix method. The position of the maximum of the envelope did
not change significantly when changing n, between 3.6 and 3.8, allowing one to determine a in
a direct way, as it was explained in the theory.

A closed-form solution may also be obtained for the bilinear transformed reflectance of a
gaussian-shaped transition layer between a surface layer of constant refractive index and the
bulk. Although it is usually assumed that sharp interfaces exist between epitaxial layers and
substrates in either homo- or heteroepitaxial structures, high temperature processing induces
diffusion of mobile atomic species. The resulting graded refractive index profile between layers
possessing constant refractive indices may affect the optical properties significantly. Suppose
this transition region can be represented by a half-gaussian:

n(x) = n.+ u~-.(.-~x (x11_,1)

where n. is the refractive index of the layer, d. is the distance between the surface and the start
of the transition region, and u(x) is the unit step function. An approximate solution for the first
order expression of the bilinear transformed reflectance is given for this profile by:

n. - 1)Qla -n) [G(y)cosO - H(y)sin (0-] (12)
B(w) = 60 2

where

2n +1
Bo =-n y = 4onw O. = 4nndw

2n. (1)

G(y) = [1.75exp(-y 2/2) -0.75]exp(-y 2 /6.5)

H(y) = Vr- '2yexp(-y 2/2)

The simulated reflectance of a material containing such a layer is presented in Fig. 4. The
following parameters were employed: n, = 3.87; n, = 3.45; xd = I pm; a = 0.05 and 0.1 ipm,
respectively. We note from Fig. 4(a) and (b) that the amplitude of the reflectance diminishes
with increasing wavenumber, as well as a. The Fourier transforms of the bilinear transformed
reflectance of results presented in Figs. 4(a) and (b) are shown as inserts. Note that the
spectral peaks are situated at x = 1.05 gsm and x = 1.06 jim, respectively. This is a few percent
larger than x, because of the finite extent of the transition region.
Profiing: The refractive index profile in processed electronic and photonic material is of
considerable interest. It may be directly related to device performance, such as in optical
waveguides, or indirectly when it is useful for quality control of processing steps. Ion
implantation, diffusion, epitaxy, oxidation and ion exchange are common processing steps which
to a greater or lesser extent alter the refractive index of dielectric media. For small values of
the perturbation in the refractive index, the bilinear transformed reflectance for inhomogeneous
layers can be inverted. The normalized "ac" component of B(w) is obtained from eqs.(7) and
(8) (first order):
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~(1) =.(.w)- . . i . .. .... ( r . -(14)

8 - ,B -- c m 4xw n(t)dt dx

For an arbitrary refractive index profile n(x) for which In(x)-n.I < n.:

1)(w) = BW - _ 1 dn(,) - c os(4x wnx)dx (15)
Bi  0 n(x) dr

If it is now assumed hypothetically that the refractive index function n(x) is symmetrical with
respect to the origin x = 0, B may be expressed as a Fourier transform:

R (,'(() = IId(x)/'dxj -Jr1{dIU(nW))) (16)

where w = 4 -nw and m is a constant.
Eq.(16) is invertible, allowing one to obtain the unknown refractive index profile from the

measured bilinear transformed reflectance. It follows directly from eq.(16) that:

n(x) = nlexpHmJ., ,1{-)(0))] (17)

If the refractive index changes are not small, higher order terms have to be considered, and
eq.(15) modified accordingly 1221:

Bf(w) - B,)(w) + !B ( (18)

where p 2(w) has been defined in eq.(9).
The effect of the second order term can be eliminated from the analysis because it

contributes in most cases only to a slowly varying shift in the mean value of the oscillatory part
of the bilinear transformed reflectance, as can be seen in Fig. 3(a).

In order to investigate the validity of the theory, reflectance versus wavenumber data was
generated for buried asymmetric gaussian refractive index profiles. The reflectance curves were
obtained by sub-dividing the double gaussian profile (standard deviation , for x<xp, and o for
x>x,) into a large number of differential layers (>60), and subsequently computing the
reflectance by the matrix technique [11]. Eq.(17) was applied to the bilinear transformed data
when jn-n, I/ n, << 1. Bilinear transformed reflectance data for profiles which did not satisfy
this condition, was first processed in order to remove the second order term expressed in eqs.(9)
and (18).
Small refractive index change: The simulated bilinear transformed reflectance for a double
gaussian profile with n = 3.45; nP= 3.8; xP = 1.5 grm; o = 0.4 prm; a2 = 0.2 prm, is presented
in Fig. 5(a). Following the processing described by eqs.(15) - (17), the estimated refractive
index profile shown in Fig. 5(b) was obtained. The discrepancy of 0.16% in the peak values
between the estimated (open circles) and the actual profile (solid line) is caused by the simple
numerical integration routine which was employed for the evaluation of the integral which
occurs in eq.(17).
Lae refractipe index change: Substoichiometric oxide/nitride layers may exist in as-implanted
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samples, particularly for doses below the critical dose [23]. Under the correct conditions, which
depend on implant temperature, dose, and post-implant anneal, the buried layer may convert
to an insulating layer with sharp interfaces. This last case had been studied in gi eat detail by
various optical techniques [e.g.5,7,24], and will not be addressed in the present work. Before
the high temperature anneal, it is reasonable to expect that the implanted material will contain
a mixed phase of silicon and SiN,. This will lead to material with a graded or inhomogeneous
refractive index profile which is smaller than the refractive index of silicon. The technique for
inverting the bilinear transformed reflectance in order to obtain the refractive index profile, will
now be illustrated for a hypothetical material containing a double gaussian profile with n, =
3.45; n, = 2.7; x, - 1.5 pm; ot = 0.4 pim; a2 = 0.2 iAm. The bilinear transformed reflectance
is shown in Fig. 5(c). Because the maximum change in refractive index is nearly 22%, the
second order term is not negligible. This can be seen from the asymmetry of the envelopes
defined by the maxima and minima in Fig. 5(c), respectively. After a simple digital signal
processing step which involves a cubic splines interpolation of these envelopes, the second order
term was computed and subtracted. Removal of the average value B, and by normalization with
respect to B,, lead to the function B1 ()(w). Following the same procedure as before, the
estimated profile shown in Fig. 5(d) is obtained. The integration of the inverse Fourier
transform in eq.(17) was executed from the surface towards the substrate. It can be seen that
the estimated profile (open circles) approximates the real profile (solid line) quite well towards
the surface, but there is a large discrepancy on the trailing edge. The opposite is true if the
integration is carried out from the substrate towards the surface. A compromise which leads
to very satisfactory results, involves integration from both sides towards the peak.

EXAMPLES

The measurement technique will be illustrated by means of an example for each case discussed.
Het rostnWure lnP-lnGaAs-lnP: The epitaxial structure to be discussed was obtained
commercially and consisted of nominally 0.8 pim InP / 0.25 Jim InGaAs / 2 Pim InP / 5 Pim
InGaAs on an n4 InP substrate. A Hitachi UV-3400 UV-VIS spectrophotometer was used
together with a 50 specular reflectance attachment to measure the reflectance pattern of the
samples in the 0.2 to 2.6 pm wavelength range.

The measured reflectance for the range 3900 - 8600 cm "1 is shown in Figure 6(a). There is
a clear change in the nature of the interference pattern at approximately w = 5800 cm-1. This
change in structure will be immediately apparent from the difference in Fourier spectra for the
high and low wavenumber domains. Before Fourier transformation, the reflectance is bilinear
transformed; it is compensated for dispersion by a non-linear operation on the wavenum,er axis;
a splines interpolation routine is applied in order to obtain equispaced wavenumber data; it is
corrected for the baseline; and the mean value is substracted. The bilinear transformed
reflectance after dispersion compensation is shown in Figure 6(b), and the power spectral
density which was calculated from the Fourier transform, is depicted in Figure 6(c). As was
expected, four distinct peaks appear in the spectrum, and from direct measurement they are
located at optical thickness nd equal to 2.15; 4.435; 10.068 and 28.84 pim, respectively. A quick
estimate of layer thickness may be obtained by using nominal values for the refractive indices.
namely n,, = 3.1 [25]; n,, = 3.5 [26]. If the layer thicknesses are denoted by d, d, d, and
d4, respectively, it follows that: d,= 2.15/3.1 = 0.7 jim; d2 = (4.435-2.15)/3.5 = 0.65 pm; d3 =
(10.068-4.435)/3.1 = 1.82 urm; d4 = (28.84-10.068)/3.5 = 5.36 pm. Except for the second layer
which is much thicker than expected, the experimentally determined layer thickness values agree
to within 10% with the nominal values. Better estimates may be obtained by first calculating
the actual refractive indices from the amplitudes of the spectral peaks.
Buriedgaussian profile: A silicon-on-insulator (SO1) sample was prepared using a p-type 76.2
mm diameter silicon wafer of <100> orientation, 8.6 ± 1.4 fl-cm resistivity (boron doped) and
a thickness of 381 ± 20 pm. The cleaned wafer was implanted with nitrogen (N+) to a dose
of 1.8 x 1018cm "2 at 160 keV. The beam current was approximately 2 mA and the implant lasted
about 2 hours. The wafer temperature was kept at about 550 °C by controlling the incident
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beam current. The Hitachi model 3400 UV-VIS spectiophotometer with a 5° specular
reflectance attachment was used to measure optical reflectance in the 0.45 pm to 2.6 pm range.
while a Perkin-Elmer model 1600 FTIR with a variable angle attachment set at an angle of 15"
was used to characterize the sample in the 1.3 pm to 50 pm range of the spectrum. From the
measurements in the far-infrared it was established that this sample contained a buried layer
of amorphous silicon nitride[71. The reflectance data was transformed to the wavenumber
domain by inverting the wavelength values, combining the two files and applying splines
interpolation to the whole data set in rder to rearrange the x-valucs in equal wavenumber
intervals. The combined data set was corrected for dispersion at high wavenumbers{15];
extrapolated to zero frequency; and the effects of the absorption band of amorphous silicon
nitride removed. The final result is shown in Fig 7(a). The asymmetry in the two envelopes
connecting the maxima and minima of the bilinear transformed reflectance, respectively, is
evidence of a relatively large change in refractive index. Next, the reflectance was bilinear
transformed (Fig. 7(b)) to remove excess frequency component, [131. This is also confirmed
by the appearance of a "low frequency" peak in the power spectrum presented in Fig. 7(c). The
large peak is located at an optical thickness nd = 1.24 im, which, for n, = 3.45, corresponds
to a depth d = 0.36 ipm below the surface. This agrees well with the projected range for 160
keV nitrogen in silicon, namely R = 0.367 pm [271.
lnhonwpneous transiion layer: Experimental results of Hubler et al.[16] will be used to
demonstrate the effect of a transition layer between a homogeneous layer and a substrate with
different refractive index. Their research group implanted < 111> Si with 2.7 MeV phosphorus
to a dose of 1.74 x 10'6cm 2, forming an amorphous layer in the top part of the material with
higher refractive index than the crystalline substrate and a gaussian region in between. By
means of a least-squares fit they determined a thickness d. = 2.52 Pim for the amorphous layer,
and a standard deviation a = 0.053 pm for the transition layer. From the Fourier spectrum of
the bilinear transformed reflectance we determined a value d. = 2.49 pm, and from the theory
presented in eqs.(12) - (13), a value a = 0.053 pm. The measured and computed reflectance
are compared in Fig. 8.
Profiling: The processed bilinear transformed reflectance data pertaining to the nitrogen
implanted SOI sample will be analyzed according to the procedure set out before. After pre-
processing, and removal of the second order term p2(w) as described before, the data was scaled
with B, which depends on n, in this sample; and the mean value B0 was subtracted. Finally, the
bilinear transformed reflectance B_ of Fig. 7(b) was processed according to the procedure
outlined in eq.(17). The estimated refractive index profile is presented in Fig. 7(d). As is to be
expected, the refractive index in the bulk and near the surface is approximately the same, while
it decreases rapidly to a value of 2.06 at a distance of 0.34 pm from the surface. Note the good
correspondence between the position of the minimum in the profile, and the position of the
large peak in the power spectrum presented in Fig. 7(c).

DISCUSSION

Reflectance measurements in the visible and near-infrared parts of the optical spectrum may
be used to determine layer thickness and refractive index steps in multilayer heterocpitaxial
structures. Under the assumptions of small refractive index steps, low absorption, coheient
reflections, and near-normal incidence, the algorithm yields an approximate cross-sectional view
of the layered medium. Since the refractive index may be calculated directly from the
amplitudes of the spectral peaks, the refractive index and composition (depending on the
refractive index model) may be obtained. Once the refractive indices of the individual layers
are known, the thickness values may be corrected in order to achieve better accuracy (< 2%).

By analyzing various regions of the reflectance pattern, for instance at low and high
wavenumbers, respectively, it is also possible to determine the location of absorbing layers in
the multilayer st-ucture. This may be seen from the data for a four-layer structure consisting
of InP-InGaAs-InP-InGaAs on an InP substrate.
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Buried gaussian profiles and buried transition layers can be analyzed by the expressions for
bilinear transformed reflectance. Under certain simplifying assumptions, simple closed-form
solutions are possible. Simulated data for both cases were analyzed by the Fourier transform
technique presented in the paper, and further confirmed by analysis of experimental data.

It has also been shown that reflectance measurements may be used to determine the shape
of buried refractive index profiles in lossless dielectric media. This paper provided the
theoretical framework required to achieve this goal. If the refractive index profile differs by a
relatively small amount from the substrate refractive index, the digital signal processing is very
simple. It requires only the computation of the oscillatory part of the scaled bilinear
transformed reflectance, followed by a fast Fourier transform and numerical integration. This
was demonstrated by using simulated reflectance data of a buried double gaussian profile.
Profiles with larger refractive index peaks (or valleys), are somewhat more complicated to
handle, but are not intractable. This paper presented a simple technique to remove the effects
of higher order terms, illust-ating it with an example. Although the double gaussian profile in
this example has a valley which is 22% smaller than the substrate refractive index, the profile
towards the surface was estimated quite accurately. A procedure was also outlined for achieving
the same accuracy on the trailing edge of the profile.

Further evidence of the utility of the technique was provided by analyzing reflectance data
obtained from nitrogen implanted silicon. In this instance the change in refractive index was
roughly 40%, and the profile was located very close to the surface. Nevertheless, the results
indicate correctly that a layer of silicon remains near the surface, and that the refractive index
decreases rapidly towards the value Si1N4 at a depth of 0.34 Jm. The projected range for 1e
keV nitrogen ions in silicon is 0.367 ipm.[27J
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INFRARED AND ULTRAVIOLET ANALYSIS OF
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ABSTRACT

Semi-insulating < 100> GaAs was implanted with 170 keV H' and P* ions at room
temperature using a PH3 source. Fourier analysis of the bilinear transformed optical
reflectance data in the infrared region of the spectrum indicated the presence of two
damaged layers at different depths from the surface: (i) a deep inhomogeneous layer of low
damage produced by the protons and (ii) a thin amorphized surface layer which was
produced by phosphorus ions. The position and refractive index at the peak of the assumed
gaussian damage profile caused by the protons, as well as the standard deviation of the
profile, were estimated rapidly from the processed data. The thickness and refractive index
of the surface layer were also estimated from this analysis. The presence of the amorphized
surface layer was evident from the reflectance in the ultraviolet where shift and broadening
of the reflectance peaks associated with the Van Hove singularities, were observed.

INTRODUCTION

Ion-implantation is often used to selectively change the electrical properties of
semiconductors, and during the processing it is not always possible to measure the electrical
characteristics, especially when buried layers are formed. The process does, however, also
change the optical properties of the material and therefore the use of optical techniques as
a non-invasive probe is an attractive option. Techniques such as differential reflectance,
spectroscopic ellipsometry, modulated optical reflectance, Raman scattering, and optical
spectroscopy, have been employed in numerous situations where information regarding layer
thickness, structure, composistion and refractive index was required.[1-6] Most of these
techniques suffer from drawbacks such as non-linear least-squares curve-fit; convergence
problems, limitations in the number of layers and the thickness of individual layers, and
complex and time consuming experimental procedures. It has been shown recently that the
analysis of homogeneous layers in electronic materials which possess small refractive index
steps between layers such as heteroepitaxial layers [7], and ion implanted semiconductors,
[8,9] may readily be done by means of optical reflectometry and digital signal processing.
Most of the abovementioned problems are overcome using this technique. However, in
many situations the refractive index of the material changes as a function of depth. This
may occur as a result of radiation damage by ion-implantation, or from the charge carrier
contribution to the refractive index at long wavelengths where the carrier concentration
itself is a function of the ion implantation or diffusion profile.[10-15] Optical reflectometry
has been applied in the past in order to study these graded materials, but at the expense of
simplicity. Since no closed-form solution existed for reflectance, it required elaborate
parameter estimation procedures applied to multi-parameter models.[10-151 In this paper
we will present the characterization by optical reflectometry and signal processing
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techniques of a GaAs substrate implanted with both protons to form a buried damaged
layer, and phosphorus which creates a damaged surface layer. A very brief outline of the
theory which was used to analyze the reflectance spectra will be given, followed by the
results.

THEORY

Some processed electronic materials such as nitrogen implanted silicon or semi-insulating
GaAs implanted with protons, show refractive index changes that can be approximated by
a gaussian profile superimposed onto a background of constant refractive index. The
refractive index profile can be described by

nG(x) =n,+(n,._n.) expr - X,)2 1

where n, is the refractive index of the substrate, nP the refractive index at the peak of the
gaussian, xP and a are the physical position of the peak and the standard deviation of the
gaussian, respectively. The theory was developed on the basis that this continuous gaussian
refractive index profile can be divided into differential layers of infinitesimal thickness dx
having a refractive index n(x ), and element j is found at a depth x. The bilinear
transformed reflectance[16] at a particular wavelength A is 'ten given by[ 17]

1+r2  2ro. I dn(x)
B(A) l-r l-0t _) cos- n(t)d& dx (2)

I-rol 1-rol(X x 0A J
where r01 = (1 - n,)/(1 + n,) is the reflectivity coefficient between air and the surface of the
material under investigation. n, is the refractive index at the surface. The reflectance is
found by applying [18]

R(X.) = B(1)-1 (3)
B(1) + 1

In the specific case when j(n, - n.)I< <n, eq.(2) becomes in the waventmber domain

B(w) = Bo +Kwexp (- I si(4itnxw) (4)
(- 2 )

The constant K depends on a, n, and nP, and w = 1/A. On closer inspection, one finds that
eq.(4) describes a sinusoid which is modulated by a Rayleigh function, of which the
frequency 2nxp is proportional to the peak position xP. The standard deviation of this
gaussian distribution is found by setting the derivative of eq.(4) with respect to wavenumber
equal to zero and solving for a = (417wpn,) 1 with wp the wavenumber at which the peak
occurs.

The phosphorus implant causes an amorphized surface layer, which is different from
the damage caused by the proton implantation. This layer is considered to be a single layer
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on the surface with a different refractive index than the substrate.

SAMPLE PREPARATION AND MEASUREMENTS

Semi-insulating Cr-doped < 100> GaAs was implanted with 170 keV protons and 170
keV P+ to a dose of 1.5 x 10'6cm2 . The incident beam, sourced from PH3 gas, was 70 off
from the < 100> axis to reduce channeling. The implant current was kept at approximately
1.5 1iA. Annealing of radiation defects during implantation was minimized by improving
the thermal contact between sample and holder. In addition, the implantation was
interrupted and the sample allowed to cool each time the temperature,as measured by a
thermocouple at the clips holding the sample, rose to 50°C. Reflectance measurements for
500 cm' < w < 4800 cm-1 were performed using a Fourier transform infrared spectrophoto-
meter (Perkin Elmer 1600) with a 17* angle of incidence. For the wavenumber range 4800
cm'1 < w < 50000 cm', the Hitachi UV-3400 UV-VIS spectrophotometer was used with a
50 angle of incidence.

DISCUSSION

The experimental reflectance spectrum is compared in Figure 1 with a theoretical curve
calculated for unimplanted GaAs. The reflectance generally increases with wavenumber
because of dispersion. The maxima at approximately 24000 cm-' and 41000 cm' are
associated with Van Hove singularities corresponding to the A3 -" A, and the X -' X,
transitions, respectively.[19] In Figure 2 the data pertaining to a reduced wavenumber
range (500 cm' to 12500 cm ") is shown. The baseline (average value) was substracted from
the reflectance curve. Two distinct oscillations are observed in this curve; a high frequency
corresponding to a thick layer, and a much lower frequency component which indicates the
existence of a thin layer near the surface. This data was then bilinear transformed, zero
padded to 4096 data points and a fast Fourier transform executed. The resulting power
density spectrum is depicted in Figure 3. It clearly shows the two expected frequency
components. The peak to the right is related to the position of the peak of the damage
produced by the implantation of protons. Using n, = 3.34 (at 400 cm1 )[12), we measured
its position to be 1.52 p±m, which agrees to within 1.3% with the depth value of 1.54 im
which was interpolated from SIMS measurements by Wilson et al.[201 on GaAs implanted
with protons at room temperature. The peak to the left of Figure 3 is indicative of a
surface layer of 0.16 p~m thick. The mean range calculated from a TRIM simulation[21] for
GaAs implanted with 170 keV phosphorus ion is approximately 0.154 p±m. This value agrees
well with the estimated thickness of the surface layer. The refractive index n..,( of the
surface layer was estimated to be 3.4. The estimated value was expected to be lower than
the actual value, because as observed from Figure 2, it was only possible to analyze one
cycle of the low frequency oscillation. Under this condition, a good thickness estimate can
be expected, but not an accurate value for refractive index.

Simulations performed by means of the first order approximation indicated that the
refractive index of the damaged layer produced by the implantation of protons, was lower
than the refractive index of the substrate. Figure 4 is a comparison of the measured
reflectance data and the reflectance curve calculated by eq.(2) and (3) using the following
parameters: n, = 3.34; np = 3.26; a, = 0.092 ILm; U2 = 0.2 and xP = 1.56 im. The curve
fit is not good when the refractive index at the peak of the double-gaussian is assumed to
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be higher than that of the substrate. Snyman and Neethling[22] studied GaAs implanted
under similar conditions (energy 200 keV) and calculated standard deviations of the double-
Gaussian damage profile a, = 0.091 pm and a2 = 0.082 pr, respectively. While the value
of o is a close estimate, the large discrepancy in the value of a2 is still unknown.

In Figure 1 the measured reflectance and the calculated reflectance curve of
crystalline GaAs is compared. The theoretical curve was simulated by employing the
refractive index and extinction coefficient values published by Palik [23]. The experimental
curve shows broadening of the peaks, as well as shift of the peak positions in the ultraviolet
region of the spectrum. The double peak at approximately 24000 cm" was smoothed out,
while the peak at 41000 cm- moved towards lower wavenumbers at approximately 40000 cm

The rounding of the peaks in the ultraviolet is indicative of the amorphization of the
surface layer, while the shift in the peak position at 40000 cm-' could be attributed to stress
in the surface layer.[24] The exact nature of the stress, whether it is compressive or tensile,
is not known at the moment.
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ABSTRACT

Three BPSG calibration sets were analyzed using infrared external reflection-absorption
spectroscopy: 1) 21 films deposited on undoped silicon coated with 0. 1 um of silicon dioxide, 2) 21
films deposited on undoped silicon, and 3) 9 films deposited on microelectronics product wafers.
A multivariate partial least squares analysis of the spectral data for the first large data set showed
that boron content, phosphorus content, and film thickness can be quantified with precisions of 0.10
wt%, 0.12 wt%, and 30 A, respectively. The second large data set yielded similar results. The
precisions obtained for the nine product wafer samples were 0.13 wt% B, 0.09 wt% P, and for film
thickness 103 A.

INTRODUCTION

Borophosphosilicate glass (BPSG) thin films are widely used in the microelectronics industry
as passivation layers, planarization layers, low-fusion-temperature dielectrics, etc.' Currently
available analytical methods for determining boron and phosphorus content in BPSG films do not
meet the demands of at-line or in-situ quality control process monitoring. Infrared (IR) spectroscopy
satisfies many of the at-line or in-situ issues, but has only recently been capable of providing
quantitative results using undoped and unpatterned silicon substrates . For a review on the use of
quantitative IR methods for dielectric thin film analysis, see ref [2]. A quantitative IR analysis of
dielectric thin films deposited on doped and patterned silicon wafers, which are used in fabricating
actual microelectronics product wafers, has not previously been reported, primarily due to the fact
that doped silicon is not 1I-transparent. Thus, any IR technique used for monitoring the production
of BPSG thin films on actual product wafers cannot involve [R transmission. IR external reflection-
absorption spectroscopy (IRRAS) is one technique that can satisfy the requirements for quality
control of BPSG thin films on product wafers. In this study, we use IRRAS and partial least-squares
multivariate calibration for quantitative and simultaneous determination of boron content,
phosphorus content, and film thickness in BPSG thin films deposited on both undoped/unpatterned
and doped/patterned silicon wafers.

EXPERIMENTAL

Two 21-sample BPSG calibration sets were prepared on 150 mm silicon wafers using a
TEOS-BPSG process at a deposition temperature of 430C. One set was deposited on uncoated,
undoped, and unpatterned silicon (monitor) wafers and the other was deposited on monitor wafers
previously coated with 0.10 pm of silicon dioxide (oxide-coated monitor wafers). The BPSG films
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were then annealed at 800°C in steam for 10 minutes followed by a 900°C treatment in nitrogen for
20 minutes. BPSG film thickness in the samples deposited on monitor wafers varied between
0.6711 and 0.8218 /m, as measured with a Nanospec film thickness analyzer. Boron ranged
between 2.80-5.24 wt0/ while phosphorus spanned 3.17-5.25 wt%, based on quantitative wet
chemical analyses (Balazs Laboratories, Sunnyvale, CA) of half-wafers from the set deposited on
monitor wafers. The reported precisions of the reference methods for both B and P content were
reported as <0.1 wt%. The precision of the film thickness measurement was reported as +30 A,
which was the standard deviation of five measurements taken within a I-cm pattern centered on the
wafer. The sister set of BPSG samples deposited on oxide-coated monitor wafers were assumed to
possess the same values for B, P, and film thickness as described for corresponding samples in the
monitor wafer set. Using the same TEOS-BPSG process described earlier, nine BPSG samples were
deposited on doped and patterned silicon (product) wafers. These product wafer samples were
produced with a proprietary 0.65,um CMOS process and then coated with BPSG thin-films having
3.0-5.2 wt% B, 3.2-5.3 wt/o P, and 0.67-0.79 um film thickness. These nine samples each possessed
a sister wafer in the monitor wafer calibration set, so their individual B, P, and film thickness
parameters were presumed to be the same as the corresponding sister samples in the monitor set.

IRRAS spectra were obtained using a Nicolet 800 FTIR spectrophotometer equipped with
a DTGS (deuterium triglycine sulfate) detector. Spectra were obtained by averaging 32 4 cm"
resolution scans. BPSG samples were held in a modified Harrick reflection accessory at 250
incidence (relative to wafer surface normal). Each sample spectrum was ratioed to a background
spectrum obtained from a gold mirror to produce the appropriate reflectance (R/R0) spectrum. The
spectral data are reported as -log (R/R) versus frequency. Multivariate analysis was performed on
the -log (R/R) data using the particular partial least-squares (PLS) algorithm that calibrates and
predicts each component property separately from the same spectral data (PLSI). The PLSI
algorithm has been described in detail elsewhere'.

RESULTS AND DISCUSSION

Figure 1 shows the IRRAS spectra of the 21 BPSG samples deposited on oxide-coated
monitor wafers. The features of these types of spectra, including absorption band assignments and
optical effects, have been described3'. Briefly, boron information is primarily observed in the B-O
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Figure 1. IRRAS spectra at 25 * of 21 BPSG thin films on oxide-coated monitor wafers.
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band (1300-1500 cm ) and the B-O-Si band (ca. 900 cm ), and phosphorus information is primarily
observed in the P-O band (shoulder at ca. 1310 cm-) that is highly overlapped with the B-O band
Information regarding the film thickness is primarily contained in the strongly absorbing Si-O band
centered at about 1100 cm in IR transmission spectra. This band appears as a pseudo first
derivative feature (1000-1150 cm') in the IRRAS spectra of Fig I due to thin film optical effects
The pseudo first derivative structures present in IRRAS spectra of thin films are examples of
nonlinear spectral behavior that can significantly increase the difficulty of achieving a quantitative
analysis based on the spectral data. In such a situation, adequate quantitative results generally
depend on the use of a multivariate calibration.

Figure 2 details the results of predicting boron content from the BPSG IRRAS spectra in
Figure 1, using a PLSI calibration model. The calibration procedure for boron consisted of taking
the first derivative of the spectral data between 890 and 1600 cm and dividing the spectral
intensities by the film thickness for a given sample prior to application of the PLSI algorithm. The
combined model error, bias, and experimental error are described by the standard error of prediction
(cross-validated) statistic, denoted SEP(CV). The line through the 21 points in Fig. 2 represents
the least-squares fit to the data. The SEP(CV) value for boron in Fig. 2 (0.10 wt%) is based on the

4.5 -

.5&64 .

Figure 2. PLS I-prediction of boron in BPSG films from the IRRAS spectral data in Fig. 1.

difference between the cross-validated, PLSI-predicted boron values and reference-method boron
values. It is germane to note that this SEP(CV) for boron is equivalent to the reported precision of
the reference method fbr boron determination (:0.1 wt%). The SEP(CV) plots for phosphorus and
film thickness appear similar to Fig. 2, with SEP(CV) for P of 0.12 wt% and for film thickness of
30 A. The SEP(CV) for P is similar to the precision of the reference method (50.1 wt%), and the
SEP(CV) for film thickness is equivalent to the variation of film uniformity and instrument error
(±30 A) in a 1-cm pattern centered on the wafer. The PLS1 analysis of RRAS spectra of BPSG
films on monitor wafer samples yields similar quantitative results.

Figure 3 shows the IRRAS spectra of the nine BPSG samples deposited on product wafer
samples. The spectral data in Fig. 3 exhibit features similar to those in the IRRAS spectra of Fig.
1, with two significant exceptions. The silicon phonon band at 610 cm , for example, is absent in
Fig. 3. The presence or absence of this band indicates whether or not radiation reaching the detector
has passed through the silicon wafer. The presence of the phonon band in Fig. I is an indication that
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Igure 3. IRRAS spectra at 25 0 of nine BPSG thin films deposited on product wafers.

at least some fraction of the radiation reaching the detector is a result of reflection from the backside
of the wafer. The absence of the feature in Fig. 3 is an indication that none of the radiation reaching
the detector is a result of backside reflection. Another indication of how the different substrates
affect the BPSG IRRAS spectra is shown by the approximate doubling of some reflection-absorption
signals (-log (R/R)) in the product wafer spectra (Fig. 3) over the oxide-coated monitor wafer
spectra (Fig. 1). This means that less IR radiation reaches the detector in some spectral regions (e.g.,
800-1050 and 1250-1450 cm ) of Fig. 3 compared to Fig. 1, probably because the IR absorptivity
and reflectivity differ in the two types of substrates. As a result, the major BPSG bands (at about
1370, 1320, 1000, and 900 cm ) in the IRRAS spectra of product samples appear larger than those
in the IRRAS spectra of the BPSG samples on oxide-coated monitor wafers in Fig. 1. The greater
magnitude of the band intensity variations may possibly be related to differences in the refractive
index of the two different substrates and/or to the relative magnitudes of the incident IR wavelength
(6-25 pm) and the pattern feature sizes (0.65 um) in the product wafer samples, but these effects
have not been studied. Given the favorable appearance of the IRRAS spectra of product wafers
(major BPSG band intensities vary systematically with BPSG property values), a PLS I calibration
of the IRRAS BPSG product wafer spectra was performed.

For comparing the PLS1 calibration results of product and oxide-coated monitor BPSG
samples, the nine samples in the oxide-coated monitor set that correspond to the nine product wafer
samples were selected. PLS I calibrations were performed on both sets of nine samples, and the
results for the boron calibrations are detailed in Figure 4. For the nine oxide-coated monitor BPSG
samples, the PLS 1 boron calibration model used spectral frequencies between 927 and 1500 cf
and preprocessed the spectral data by scaling the spectra for relative dielectric film pathlength and
performing a linear baseline correction for all spectra over the 927 to 1500 cm calibration. The
PLSI boron calibration model for the nine BPSG product wafer samples used a calibration range
of 455-1500 cm' and linear baseline correction for spectral data preprocessing. As shown in Fig.
4, the boron SEP(CV) value for the nine oxide-coated monitor BPSG samples is 0.11 wt%, while
that for the corresponding product samples is 0.13 wt%. For phosphorus determination, the nine
oxide-coated monitor BPSG samples produced a SEP(CV) of 0.09 wt/o and the nine product wafers
yielded 0.09 wt% as well. Film thickness was predicted with a SEP(CV) of 120 A for the oxide-
coated monitor samples and 103 A for product samples. The results for each BPSG component
property using nine oxide-coated monitor BPSG samples are not statistically different than the
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Figure 4. PLS1-prediction of boron in BPSG films from the IRRAS spectral data in Fig. 3
and nine of the spectra in Fig. I.

results obtained using the nine product BPSG samples. Although these results have been obtained
with a limited sample set, they suggest that BPSG component concentrations can be calibrated to
within the precision of the reference methods for both monitor and product wafers using PLS1
multivariate calibration of BPSG IRRAS spectra.

CONCLUSIONS

PLSI multivariate calibration of BPSG IRRAS spectra provides a rapid (<1 min.), at-line
or in-silu, nondestructive, and quantitative process monitor for quality control of BPSG component
properties that is especially important to the microelectronics industry. Calibration precision
comparable to that of the reference methods used to determine boron, phosphorus, and film thickness
can be achieved using BPSG samples deposited on monitor and oxide-coated monitor wafers.
Equivalent calibration precision (for B and P) or slightly worse precision (for film thickness) were
obtained using a limited number of BPSG thin films deposited on product wafers. However, the
calibration results using the nine corresponding BPSG films on oxide-coated monitor wafers showed
the same trends in precision as the product samples, suggesting that the slightly worse precision for
thickness may be related to the limited sample size. Thus, PLSI calibration of BPSG IRRAS spectra
is a very promising technique for the characterization of BPSG thin films deposited on product
wafers. The availability of such a technique will greatly enhance the quality control of BPSG films
used in actual microelectronics devices.
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SPECTRAL REFLECTANCE AS AN IN SITU MONITOR FOR MOCVD

W. G. BREILAND AND K. P KILLEEN
Sandia National Laboratories, Albuquerque, New Mexico, 87185-0601

ABSTRACT

Near normal-incidence spectral reflectance has been used to monitor the growth of AlAs,
GaAs, and AlGaAs thin films by MOCVD in real time. The method has been used in a research
rotating disk CVD reactor and in a modified commercial horizontal channel reactor. Reflectance is
simple, robust, and is insensitive to perturbations such as mechanical strains, wafer rotation, and
imperfect windows commonly encountered in an actual MOCVD system. Data may be collected
over a wide spectral range, 390 to 950 nm, in less than one secc _,d using a multichannel detector and
broad-band light source. This wide bandwidth provides detailed compositional discrimination and
greater thickness sensitivity than single-wavelength measurements. The technique may be used to
extract wavelength-dependent optical constant data under growth temperature conditions. Examples
from the growth of multi-layered structures used in the fabrication of Vertical Cavity Surface
Emitting Lasers is presented. The method shows promise as a valuable tool in process modeling,
optimization, and control.

INTRODUCTION

The increasingly stringent thin-film requirements that are dictated by the next generation of
microelectronic and optoelectronic devices is placing a burden on present-day MOCVD thin-film
growth technology. Currently, epitaxial film structures are grown by a complex timed recipe
obtained from a tedious set of calibration runs. After each run, post-process analysis is used to
determine whether the desired structure and film thickness properties have been achieved. This
approach is adequate for simple structures. However, complex structures may require two to three
times as many calibration runs as production runs. It is also common for a perfected recipe to
unexpectedly fail when one of the many dozens of process controls changes its behavior.

To address the need for better process control, real-time, in situ monitoring of the thin film
growth is being developed as a means by which one may reduce calibration runs, detect problems as
they occur rather than after a long run, and ultimately to take an active role in directly controlling
growth and materials properties.

lb be truly useful in a MOCVD processing environment, an ideal in situ monitor must meet the
following requirements: 1) It must record information at real-time acquisition rates (- second time
scales) over a full growth run that may last hours. 2) It must operate under the actual growth
conditions necessary to produce device-quality films. This includes high temperatures, reduced
pressures, and substrate rotation in a commercial reactor that has not necessarily been designed for in
situ monitoring. All this must be accomplished without perturbing the materials properties of the
film. 3) The method must be simple, cost effective, robust, and require infrequent calibration to be
viable in a production application. 4) Finally, the ideal monitor should provide quantitative
measurements of desired materials properties such as thickness and composition to enable real-time
closed-loop process control, eliminating the need for calibration runs and the timed-recipe approach.
The device grower may thus have direct control over the final product rather than indirect control via
temperature, pressure, flow rates and a timed recipe.

In this paper we investigate the viability of normal-incidence spectral reflectance (NSR) as an in
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situ monitor for MOCVD thin film growth. Reflectance measurements have been used for many
years to monitor thin film growth in a wide variety of commercial and research applications in areas
other than CVD[1]. Recently, a number of research groups have reported the use of single-
wavelength laser reflectance in MOCVD applications[2-6]. Spectral reflectance has the added
potential to not only provide thickness information, but it may also be used to extract important
materials information such as composition via spectral features in the reflectance.

The normal incidence spectral reflectance method has the following advantages: 1) It is simple
to implement because it requires only one access window. 2) The method is insensitive to the
polarization of light, allowing less-than-ideal window materials to be used if necessary. 3) A
tungsten lamp may be used as a broad-band light source. These lamps are extremely stable, allowing
DC detection to be used. 4) New, inexpensive fiber optic CCD spectrographs are now available
allowing one to obtain a complete spectrum from 350nm to 1050nm in a fraction of one second. The
fiber optics simplifies access to the MOCVD chamber and mitigates optical alignment problems. 5)
The method is insensitive to the exact incidence angle under near-normal conditions. This allows the
method to be used with rotating substrates. 6) Calibration is straightforward because semiconductor
wafers are used as substrates. The optical properties of these wafers is highly reproducible,
providing a self-calibration of the absolute reflectance at the beginning of each MOCVD run.

Perhaps the most significant disadvantage of the NSR technique is the perception that it is not
sensitive enough to satisfy the needs of an in situ monitor. As we will demonstrate, this perception
is not necessarily valid. The signal-to-noise achievable in our NSR experiments indicate that
monolayer sensitivity is indeed possible.

EXPERIMENTS

Fig. 1 shows schematics of the arrangements used to record spectral reflectance data in a
home-built rotating disk research reactor and in a commercial horizontal channel MOCVD reactor.
Light from low-wattage (5-100W) tungsten lamp sources is fed through multimode fibers, imaged
on the substrate, and the reflected signal is fed into a small (1/4 or 1/8 m) focal length spectrograph.
Two reflectance configurations are shown. In Fig. la, near-normal incidence (5 degree incidence
angle) reflectance is recorded with separate imaging and receiving optics. Fig lb shows true normal
incidence spectra recorded with a bifurcated fiber and a single lens acting as imaging and receiving
optics.

(a) (b)
Mu-mode Fiber Optics Bifurcated Fiber

CCDSpectro- CD

graph Tungsten Speeo

Lam p Q W iVndow17

Rotating Disk Research Reactor Substrate In Horizontal Reactor

Figure 1. Schematic of spectral reflectance apparatus in a research (a) and in a
commercial (b) MOCVD reactor.
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Absolute reflectance values were obtained by measuring the room-temperature reflectance of
the GaAs wafer with a Strong-type reflectometer[7]. This was then used to produce an absolute
reflectance spectrum from the spectral signal off the wafer in the MOCVD reactor. Spectroscopic
resolution was typically a few nanometers. Other experimental details are given in reference [8].

Fig. 2 shows the reflectance spectrum from an AlAs film deposited on GaAs at 650 C. A
1024-point spectrum was recorded every 10 sec for a total of 1500 sec. Fig. 2 shows a single-
wavelength portion of this data at 450 nm. Also shown is a five-parameter fit of the data to the
optical constants of the film, the optical constants of the substrate, and a film thickness parameter.

thickness (nm)
0 120 240 360 480 600 720 840!0.5

p 0.4
C

0.3

0.2

0 500 1000 1500 2000

time (s)

Figure 2. Spectral reflectance (open circles) of a growing AlAs film on GaAs at
650 C. Data shown is one wavelength (450 nm) from a total of 1024 wavelengths
taken every 10 seconds during the run. The solid line is a fit to the data with a five
parameter model for the optical constants of the film and substrate plus a thickness
parameter. Results for this wavelength were NALAs = 3.8 - 0.17i, NGaAs = 4.3 -

1.7i, Ad/% = 9.3 x 10-4 thickness increment over a ten-second interval

This fitting scheme was repeated for each wavelength in the spectrum. An average thickness was
obtained from all wavelengths, and the optical constants were then re-fit with a fixed thickness
parameter. The results of these fits are shown in Figs. 3 and 4 along with comparisons to data for
high-temperature GaAs reported in reference [9]. These data compare well with the ellipsometrically
determined data despite the fact that the reflectance spectra are not particularly sensitive to the
substrate optical constants. Unfortunately, no spectral optical constant data for AlAs at elevated
temperatures has been published. However, the values obtained at the HeNe laser wavelength agree
with published results from several workers [3-5]. Note that the thickness of the film is highly over-
determined when spectral reflectance data is used.
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F~igure 3. Optical constants of A, As at 650 C extracted from spectral reflectance
data.

.5.0 . . . . 2. . . . .. ... . I. ... .

Z S

8

........

3.0 . .0

400 500 600 700 800 400 500 600 700 800
wavelength (nm) wavelength (nm)

Figure 4. Optical constants of GaAs at 650 C extracted from spectral reflectance
data. The constants obtained by ref. [91 at 611 C are also plotted for comparison.

Senstivty o NS

lnterferometric methods such as that exploited in NSR are capable of resolving optical
pathlength differences that are a small fraction of a fringe spacing; resolution is limited more by
signal-to-noise than the characteristic thickness of one fringe. The sensitivity of the NSR method
may be demonstrated by using the optical constant data extracted from the ALAs thin film to predict
the percent change in reflectance expected for various extremely thin film thicknesses. The result of
this calculation is shown in figure 5. Thickness sensitivity is highest at the blue end of the spectrum.
Fig 5 predicts that monolayer sensitivity may be approached provided that signal-to-noise ratios are
less than a few tenths of a percent, a value that we have achieved in some of our NSR experiments.
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NSR monitoring during DBR mirror stack Eowth

Fig. 6 shows a grey-scale data visualization of real-time spectral reflectance during the growth
of a distributed bragg reflector (DBR) mirror. The evolution of constructive interference producing a
highly reflecting mirror is clearly seen in this data visualization as successive low (ALAs) and high
(Alo.5Gao.5 As) index quarter-wavelength layers are deposited. The data exhibit distinct spectral

Figure 6. Grey scale data visualization of spectral reflectance vs time during the
growth of a 15 period stack of AIAs/AIGaAs by MOCVD to form a high-reflectivity
mirror at 628 nm. Grey scale intensities are proportional to reflectance: white
maximum, black minimum.
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patterns for different material compositions, illustrating the potential of this technique to
simultaneously determine thickness and material composition during deposition. Fig. 6 also shows
the effects of the temperature dependence of the optical constants. The reflectance maximum of the
mirror stack shifts 34 nm to the blue as the substrate is cooled from 650 C to room temperature.
This serves to point out the importance of obtaining precise optical constant data at elevated
temperatures if proper active process control strategies are to be successfully implemented.

Even without active process control, NSR data have proven to be valuable -wellness" monitors
that quickly detect when a particular growth run is misbehaving. This allows one to abort the run
and track down the source of the problem in a shorter amount of time.

SUMMARY AND DISCUSSION

Normal incidence spectral reflectance has been used as a real-time, in situ monitor of MOCVD
growth. The data may be obtained with excellent signal-to-noise over a broad range of wavelengths
using a tungsten lamp as a stable light source. High temperature optical constants may be extracted
from the reflectance spectra of growing thin films. The method has the potential for monolayer
sensitivity. Spectral features in the data clearly indicate that composition as well as film thickness are
manifested in the reflectance. Further work needs to be done to determine whether other important
information such as substrate temperature, doping levels, strain, etc. may be extracted from the
spectra at growth temperatures. The method has already proved itself as a real-time "wellness"
monitor during deposition. Future work will reveal whether this tool may be used to actively control
the growth process to improve the quality and reproducibility of MOCVD microelectronic and
optoelectronic device fabrication.
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REAL TIME PROCESS MONITORING WITH MULTIWAVE-LENGTH
PYROMETRIC INTERFEROMETRY (P1)

F.G.BOBEL*, A.WOWCHAK**,P.P.CHOW**,J.VAN HOVE*, and L.A.CHOW** Fraunhofer-Institut, Wetterkreuz 13,D-W-8520 Erlangen, Germany.

SVT Associates, 7620 Executive Drive, Eden Prairie, MN 55344
Dept.of Materials Science and Engineering, Stanford University, Palo Alto, CA 94305

ABSTRACT

Pyrometry Interferometry (PI) is a powerful technique for in-situ sensing of the wafer
temperature and growth rate. Evaluation of the two parameters would allow exact
process control required for sophisticated device fabrication and material processing. The
PI technique analyzes the interference patterns of the thermal radiation from the growing
layer with a changing thickness d at growth temperature T. Since it is non-contact,
applicable to all semiconductor materials and insensitive to wafer motion, the method is an
ideal candidate for real time process control. We use a reflection assisted method to aid
real time computation of these parameters. One could select the wavlength of interest to
optimize the temperature and layer thickness resolution. We present data on MBE grown
quarter wavelength stacks of GaAs and AlAs, and silicon oxidation to show PI is
extremely useful for growth of surface emitting laser and for silicon processing.

INTRODUCTION

Precise knowledge of the wafer temperature and layer thickness during thin film process
is critical in the fabrication of sophisticated device structures. Optical measuring
techniques have become popular because they are non-invasive and often do not require
modifications of existing reactors 1 -3 . Pyrometric Interferometry (PI) was introduced as
an optical technique for simultaneous in-situ film thickness and temperature
determination4.5 . The basic PI makes use of the interference effects of the thermal
radiation of the substrate; here the method is made more sensitive by simultaneous
measurement of the reflection from an LED by the wafer surface. The thermal emission of
the substrate is reflected and refracted at the interfaces of the growing layer resulting in
interference effects, changing the emissivity e as a function of layer thickness d. The
basic PI principle states that the measured intensity I(k) should be proportional to the
emissivity F, ie.,

I(X) - e (k d) fIlanck (X, T)
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where the Planck's funaction f, 7,( ) = ,,
e r -I

Note that emissivity is a function of the temperature T, thickness d, and the optical
constants n and k. If the fimction e (dknkT ... ) is known, the measured l(At) can then
be used to evaluate d and T. One can derive an analytical expression to compute the value
eas functions of the optical constants ns, nf, ks and kf of the substrat--, and the thin film 5 .
However this approach would require knowing all the optical constants of the substrate
and thin film whose values are not always precisely known at the growth temperature. A
more straightforward way is to measure the reflection from a known light emitter at the
wavelength of interest. From energy conservation considerations the reflection R, the
transmission Tr and absorption A of the complete wafer sum up to unity. For
nontransparent wafer Tr is zero. Therefore R + A = 1. In addition, we also know c
A from the Kirchhoffs law. We finally express e in terms of& i.e.,E = I - R, and
compute the emissivity from the reflection measurement. Since only the energy
conservation and the Kirehhoflfs Law were used, this relation holds for all temperatures
and material combinations. Consequently measuring reflection R provides a convenient
way of determining e which can then be used to compute the wafer temperature and thin
film thickness. (We assume the film remains speculary reflective)

To evaluate the temperature we first define the reflected intensity as 1R and emitted
portion as Ip . We have

IR ot R (k, d), and Ip a E (k d) fiPlanck(k T).

To eliminate system related factors, we then normalize both IR and IP to the starting
values IRO and Ivo . One then obtains the following analytical equation for temperature T:

T= c  In I+- 
AT°- I

A /POt) (0 - P-)

This expression allows very fist determination of the wafer temperatures before and
during the growth of thin film without any knowledge of the material constants of the thin
film itself.

The thin film thickness determination relies on the interrence effects ofmultiple
reflections in the film. Usin either the reflection mode ort sinc only the ee optical
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thickness of the thin film can be measured. At the observed wavelength ., the intensity
goes through oscillations with changing thin film thickness. The oscillation period
corresponds to a change in optical path of half a wavelength, ie.,

Period = X / (R -2 nf)

Using a fast converging fitting algorithm one fits the five parameters ns , nf, ks, kf and the
growth rate R to the last data points.

EXPERIMENTAL RESULTS

The basic measurement geometry is illustrated in Figure (1). The signal consists of two
reflected signals from electronically modulated LElYs at 650 and 950nm, and thermal
emission from the sample itself at the same wavelengths. The two reflected signals are
measured by detectors DI and D2, respectively. The thermal radiation at 950 nm is
measured by detector D3 in this configuration. The spot is imaged by a CCD camera for
aligning the optics. Detectors D4 and D5 are used to monitor the output from the LED's
such that fluctuation in the light signal can be compensated. All signals are modulated,
detected by low-noise silicon detectors and digitized by a 16-bit A/D converter. The data
are analyzed by a 486 personal computer.

LOCK-IN I

~~FILTER _ J  L BEAM

APERTUREi - LENS I SPLITTER, _ ~OJECIVE I-
__ _O V___J VCD

FILTER r
D3 CHOPPER

WAFER LIGHT~~~~SOURCEI /

SREFERENCE OC-s

LOCK-IN LOCK-1N3

4 85

Figure (l).Measurement Configuration of the reflection assisted P1.
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To demonstrate the temperature sensitivity of this technique, PI was employed during
the molecular beam epitaxy (MBE) growth of GaSb on a GaAs substrate. Because of
much smaller bandgap of GaSb and InAs the wafer temperature changes dramatically
during their deposition6 . Typically in MBE the wafer temperature is monitored by a
thermocouple in contact with the wafer holder. Because this indirect thermal path and the
large thermal mass of the wafer holder, the measured temperature ususally has a
significant lag. This is problematic when staying within a narrow temperature range is
critical for high quality growth. In our experiment the temperature scale of the wafer is
first determined from bandgap shift measurements Ito calibrate the input power of the
heater power supply. The surface temperature of the wafer is then measured by PI during
growth of the GaSh layer. Thermal absorption by the smaller bandgap GaSb raises the
wafer temperature significantly. In Figure (2) the measurement displays an increase of
25 0 C in the first 10 minutes. Such large thermal change was not detected by the
thermocouple until much later because of the thremal lag. The figure shows that using the
PI feedback the heater supply was dropped a total of 600 C in the next 10 minutes in
order to maintain the wafer in a narrow temperature range. This demonstrates a constant
gowth temperature environment can be maintained by using the feedback from the PI.

560 Drop Controller Selpoinll by 20'C

555- I

~550--j

E
4) 545-

540-

Time (rain)

535 - " 0 ; a ' a - -I-
0 10 20 30 40 50

Figure (2). Temper.ture variation during initiation of GaSb growth on a GaAs Wafer.

Figure (3) demonstrates the high temperature resolution achievable even in a noisy
thermal background. Oxidation is an important step in silicon processing that is carried
out at very high temperature. The bright background in a 10000 C furnace makes other
type of optical measurement diffifcult. When the process was started by flowing hot
water vapor (water temperature: 960C) through the furnace, the thermal signal increased
abruptly. One can see a temperature rise of 10 C for the first 200 seconds or so. Note
that the temperature resolution of the technique is such that furnace temperature
oscillations of 0.30 C are resolved.
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Figure (3). NMute temperature oscillations during silicon oxidation process.

Precision control of the Bragg reflectors is critical to the optical performance of
surface emitting laser diodes. Using P1 the operator can follow the growth of each layer
very closely. The fitting routine recognizes the extremes of signal oscillation in real time.
Figure (4) shows the result of the reflection oscillations of a 950 nm and a 650 nm LED
during growth of quarter wave layer stacks of AlAs and GaAs. Since the quarter
wavelength stack was optimized at 950 nm, the reflection signal at that wavelength was
used to actuate the Ga and Al shutters. Note that the reflectivity of the layer gradually
became higher and approached maximum value as the number of periods increased. The
650 rm wavelength signal is out of phase but can be used to aid computation, knowing the
optical constants of the layers at the different wavelengths. From simultaneous Reflection
High Energy Electron Diffraction (RHEED) intensity oscillation monitoring of AlAs,
which measures thickness with atomic-layer precision, we estimated

- -5--I---sII--- -4--H---s--+ --- H-I-s-I+Is-H-I---I-

7--

Z 4-

- 3--

2-

,;0 - -s-I--l----H-s-I -I--l ---- - s--I -- i-sl s-I-I-H- I- I-s-s I-I

0 10 20 30 40 50 60 70 (511)

Figure (4).Reflection oscillation at 950 and 650 nm for AlAs/GaAs quarter wave stacks.
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Figure (5). Real time display of thickness (straight lines) of individual layers.

that the layer thickness was measured to within 1% accuracy. Figure (5) shows that for
each individual layer the layer thickness is displayed in real time on the screen. Their
slopes therefore represent the growth rates of GaAs and AlAs, respectively. The constant
slopes of these thickness lines are indicative of the stable growth rates during the process.

CONCLUSION

The reflection assisted pyrometric interferometry has been shown to be a truly in-situ
temperature and layer thickness technique for MBE as well as for silicon processing. The
evaluation time takes less than 100 ms so it generates real time sensing feedback. We
have demonstrated that temperature resolution of less than 1 0C can be attained, and layer
thickness measurement agreed very well with the RHEED intensity oscillation
measurement.
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CHARACTERIZATION OF QUANTUM WELL STRUCTURES
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ABSTRACT

In this paper the application of microscope-spectrophotometry to the nondestructive
characterization of a variety of multi-layer GaAs/AlGaAs structures, is described. Spectral
reflectance results are used to indirectly determine variations in aluminium content, and the
interdependency of aluminium content with layer thicknesses. The penetration depth of light
from the visible spectrum is assessed from the correlation between spectral reflectance
measurements and fitted optical models. Finally, a series of single quantum wells are
investigated, and it is concluded that a significant improvement in the characterization of these
materials will be achieved with an extension of the spectral measurement range into the ultra
violet.

1 INTRODUCTION

Microscope-spectrophotometry (MSP) is a powerful tool for the nondestructive characterization
of semiconducting, multi-layer structures. The technique, originally developed to characterize
the optical properties of naturally occurring semiconducting materials"4 (minerals), has recently
been used in its most basic form within the semiconductor industry. The technique, applied in
this way, has only been capable of characterizing simple structures or has been limited to the
characterization of the first few layers of multi-layer systems. A breakthrough in the
characterization of multi-layer structures has been achieved by the application of theoretical
optical models to the measured spectral reflectance data5. Numerical inversion techniques' are
used to iteratively fit the optical model to the experimental MSP data. When optimized, the
fitted data provide information about the three-dimensional structure and chemical composition
of the component layers of the material investigated.

In this paper we report the findings of an MSP study of a series of GaAs/AIGaAs structures.
These include a series of molecular beam epitaxy structures, in which the changes in reflectance
are studied relative to variations in aluminium content and layer thickness; a multi-layer
semiconductor heterostructure for light emitting diodes, to investigate the depth penetration of
light from the visible spectrum; and a series of single quantum wells, with a variety of
subsequent anneal and implant conditions. The experimental results and the fitted theoretical
models (which enable these complex multi-layer structures to be characterized in terms of their
structural and chemical composition) will be discussed. The results correlate well with other,
well-established, but destructive, characterization techniques.
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2 EXPERIMENTAL

2.1 Materials

Chemical and structural variations within a number of multi-layer GaAs/AIGaAs structures
were measured and modelled. The samples (table I) included four samples manufactured by
molecular beam epitaxy (MBE), one multi-layer, semiconductor heterostructure for light emitting
diodes (LED), manufactured by organometallic chemical vapour deposition (MOCVD) and five
single-quantum wells (SQW) produced using organometallic vapour phase epitaxy (MOPVE).

Table I: Layer chemical compositions and dimensions of the GaAs/AIGaAs samples.

Molecular Beam Epitaxy samples Layer dimensions(nm)
MBE I MBE 2 MBE3 MBE 4

GaAs surface oxide 1-2

GaAs 10

Al0 10Ga.,As Al .Ga.& J _Al0 Ga.,,s 4.G%..& 10

GaAs 500

Al0.,oGa.9oAs Alo aAs Alo.G%..S AloGao.,s 200

GaAs substrate

Light Emitting Diode sample Single Quantum Well samples

Layer composition Layer dimensions(nm) Layer composition Layer dimensions(nm)

GaAs surface oxide 1-2 GaAs surface oxide 1-2

GaAs 440 GaAs cap 5

GaAs 100 Al.,Ga,.,As 100

Al,.,OGae.As 1640 GaAs (QW) 5

GaAs 100 A .,Ga,.As 100

Alo.,oGaO.As 1750 GaAs substrate

GaAs 100 Sample Anneal conditions

Alo0oGao. 0As 500 SQW I 800'C for 180s

GaAs 100 SQW 2 900C for 180s

Al0 2OGaosAs 8000 SOW 3 1000'C for 180s

GaAs 100 Implanted with 75keV
SOW 4 10'4O'

1 cm-2

Al 6Gao.4As 1000 80(rC for 180s

GaAs 100 Implanted with 75keV
SOW 5 10OI"cm"2 700"C for

GaAs substrate 30s and 900*C for 180s
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2.2 Reflectance measurement and optical fitting procedures

Microscope-spectrophotometry (MSP) has been described in detail by a number of authors" s7,
however, a brief description of its application to the non-destructive characterization of
semiconducting materials will be given here. In this study, we used the Zeiss MPM03
microscope-spectrophotometer in the Department of Mineralogy of the Natural History Museum,
London. Spectral reflectance measurements were made in plane (or linearly) polarized light from
400 to 700nm. All measurements were made relative to a pre-calibrated reflectance standard
(WTiC or SiC), and the measured reflectance calculated by:

Rspecimen =Rsandad* pemnd(1)

where, R is the reflectance and P is the photoelectric response of the specimen/standard at a
given wavelength. Modulated light from a stabilized tungsten-halogen source was reflected onto
the surface of the material by a 450 plane-glass reflector. The effective numerical aperture of
the x4 objective was adjusted with an illuminator aperture diaphragm to give a maximum cone
angle of 1-2° and measurement of the levelled material was made semi-automatically by step-
scanning in 10nm steps with a motorized continuous line-interference filter (bandwidth 12nm).
Having measured the reflectance of the specimen, optical model, wcrc applied and fitted to the
experimental data to obtain structural and chemical information. The methods employed, which
are described in greater detail elsewhere, involve tUe construction of an optical model from the
optical constants and layer thicknesses of the component layers of the material. This model may
be iteratively fitted and optimized to the experimental data by varying the layer thicknesses and
the optical constants appropriate for the component layers. Optirmization is achieved by using
numerical inversion techniques6, and the optimum fit is indicated by a simple root-difference-
squared comparison between the optimized optical model and the experimentF'. data (expressed
as a percentage-deviation).

The optical constants required for GaAs and AGa,.,As were obtained from the literature-" .

The compositions of the AGa., As materials available were not precisely the same as those
required, but were within at most +5%. The compositions used were as follows: x=0.10:
Alo. Ga%. 1 As; x=0.20: Alo 19Ga,.0 2As; x=0.30: Al.a3 1Ga,., 5As; x=0.40: Alo.,Ga0.81As; and
x=0.60: Al,.s5 Ga. 4,As. The materials always have a thin oxide layer on their surface, the exact
nature of which is unclear, but which can vary from Ga2O3 to As 20 3. Four GaAs oxide models
obtained from the literature 2 were applied to the optical models for the GaAs/A.Ga,_,As
samples.

3 RESULTS/DISCUSSION

3.1 MBE samples

Reflectance spectra for the four MBE samples were modelled using the optical fitting
procedure outlined in section 2.2. The four oxide models were then applied to the overall optical
model one by one. Each of them provided a good theoretical fit to the experimental data. We
cannot conclude from this, therefore which oxide is the most suitable model for these MBE
materials. Figure 1 shows the best-fit results.
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Figure 1: Fitted and measured reflectance for Figure 2: Variations of thickness for layer 2

MBE samples. (GaAs) relative to x.

The proportion of aluminium was then varied
for each of the four samples. Ile strongest
correlations between aluminium content and
layer thicknress were found for layers 2 (GaAs)
and 3 (AlGaAs). The thin GaAs oxide layer .....
contribution is minimal, as are the .. MR

contributions frm layers 4 (GaAs) and 5
(AIGaAs) as they are buried and, consequently, OS
have diminishing contributions due to
absorption. Figures 2 and 3 show the results
of varying xon the layer thicknress of layers 2
and 3for each oftheMBE samples. From
these figures it can be seen that, increasing x
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------- ~ -- ln -- i......... ... Figure 3: Variations of thickness for layer 3
MBE 3(AlGaMs) relative to x.

results in a decrease in the thicknress of layer
3 (AGa1 _ 4As) and a corresponding increase in
layer 2 (GaAs). Figure 4 shows the variationI in the percentage-deviation for the best-fit

U - solutions relative to x. From this we can
L5 ..........- ... predict the best-fit parameters, iLe., a

....... minimum. percentage-deviation from figure 4
L LI6.11 US01 U US3 6. 0.48 M. Us1 6. will indicate an optimum value for x, and

zh zIn Aix ~Aser correlating this with figures 2 and 3, an
Figure 4: Variations in percentage-deviation estimate of the corresponding layer dimensions

relative to x. can be found. The predicted layer thicknesses
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for layers 2 and 3 (table II) correlate extremely well with those measured destructively by SIMS
(table I). However, in every case, the predicted value of x is higher than the growth conditions
indicated. Having said that, the SIMS results are in accord with the MSP values.

Table H: Predicted values for layer thicknesses and x

MBE Samples 1 2 3 4

x (in AJ.Ga,. 1As) 0.15 0.28 0.38 0.46

Thickness of layer 2 (GaAs) in nm 13.0 10.5 9.5 9.0

Thickness of layer 3 (AIGaAs) in nm 7.0 9.0 10.0 10.0

3.2 LED sample

The LED structure investigated was a sm -

complex multilayer material consisting of 13 '... ...............
layers. The structure was initially modelled \F bm r d
using the full compliment of layers as given in Expe. I ata I

table I. Simpler models were then applied,
omitting the deeper layers, until the model was
too simple and no longer provided a good-fit. .

This procedure provided equally good fits for .
the full 13-layer model and a simplified 4-
layer model, which implies that light from the
visible spectrum does not significantly .Fu ..

penetrate more than 2500nm into the _._...................... ....
GaAs/Al3 Ga .As structure. These results are " 'W 4n s - 0 d 7W.

summarized in figure 5 and the fitted layer INn

dimensions for the 4-layer model given in Figure 5: Fitted and measured reflectance for
table III. It is seen that the fitted results LED sample
correlate extremely well with the measured
reflectance and the layer thicknesses measured
destructively using TEM.

Table III: Fitted layer dimensions for the first four layers of the LED sample.

Layer thicknesses (nm)

Layer composition Fitted (four layer model) TEM results

GaAs native surface oxide 3.49 1-2

GaAs 516.07 440

GaAs 113.52 100

Ala419Ga 0.As 1665.53 1640
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3.3 SOW samples

Finally, the measurement and fitting procedures were applied to the SQW samples, to establish
the physical nature of the GaAs quantum well. Good fits were obtained for each of the five
samples (figure 6), however, no significant differences or trends were observable between the
samples. Light penetration, aluminium concentration and surface oxide considerations were taken
into account (as applied in sections 3.1 and 3.2), however, no significant conclusions could be
drawn. Using the best-fit model parameters, we then simulated the expected reflectance
interference patterns for an extended wavelength range from 230 to 820nm. It can be seen from
figure 7 that significantly more information may be elucidated from an extended wavelength
range reflectance spectrum. This is in agreement with other studies which show that higher doses
of oxygen are required for appreciable interface mixing.

(kS 0.7

6.0 ............ ........... .... .,-... 0 sQw 1: M...
0.48 -I osQw l:md 0.4 s*,

SQw1: aA 4 t aQWl
S. ......... . SQW 2: red ..-.. SQWZ

... W .. ! .....so pw : nuut ' ,, \ S w& .... ..... .. ....... .. ..... .. .... s w :I .....
- SQW 3: tkd 4 4--- 5Q : upeuod

Figure 6: Fitted and measured reflectance Figure 7: Simulated extended wavelength
spectra for SOW samples reflectance spectra for SOW samples

4 CONCLUSIONS

This study has shown: 1) how chemical and structural information for GaAs/AIGaAs structures
is derived from spectral reflectance measurements; 2) how, in MBE structures, layer thicknesses
and their compositions are characterized; and 3) that, in a 13-layer MOW, light from the visible
spectrum penetrates to a depth of about 2500Om. Optical models were also developed for a
series of SQWs, these were extrapolated by simulation to shorter and longer wavelengths. It is

concluded that the accuracy and completeness of optical characterization will be significantly
improved by extending spectral reflectance measurements into the UV.
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LIGHT SCATTERING MEASUREMENTS OF SURFACE ROUGHNESS
IN MOLECULAR BEAM EPITAXY GROWTH OF GaAs

C. Lavoie, M. K. Nissen, S. Eisebitt, S. R. Johnson, J. A. Mackenzie, T. Tiedje*
Department of Physics, *Also Department of Electrical Engineering,

University of British Columbia, Vancouver, BC, V6T IZI

ABSTRACT

In-situ measurements of diffuse light scattering at X = 457 nm are reported from the surface of
GaAs films during growth by molecular beam epitaxy. Three different scattering angles are
measured simultaneously correspondin# to spatial frequencies in the surface roughness of q = 0.9,
12, and 17 prm-'. During growth the initial surface roughness caused by the oxide desorption
decreases at high spatial frequencies and increases at low spatial frequency. The low spatial
frequency roughness corresponding to scattering vectors parallel to [1101 increases more rapidly
during growth than for scattering parallel to [110].

INTRODUCTION

Recent theoretical [I] and experimental work [21 has shown that the surface of single crystal
epitaxial fims is in general not atomically flat during growth but rather has a tendency to become
progressively rougher due to the interplay between the random nature of the deposition process and
the effects of surface diffusion of the deposited atoms. The lengthscale and amplitude of the
surface roughness is variable depending on crystal orientation, growth rate and temperature. Ex-
situ scanning tunneling microscopy measurements on quenched GaAs surfaces show surface
roughness with lateral lengthscales in the 0.1 to I Jrm range [2] that is easily accessible in light
scattering experiments. In this paper we report in-situ diffuse light scattering measurements on
GaAs surfaces during molecular beam epitaxy (MBE) growth. Light scattering has a number of
important advantages as a probe of surface morphology. It is highly sensitive to the surface
structure and can detect changes in the surface composition and structure at the submonolayer level
[3]. It is also amenable to real time measurements during growth, something that is not yet
possible with scanning tunneling microscopy. Compared with electron diffraction, light scattering
is more sensitive to low spatial frequency surface structures.

EXPERIMENT

The GaAs films were grown in a VG V80H molecular beam epitaxy system on (001) on-axis
oriented (±0.50) polished semi-insulating GaAs substrates. The light scattering measurements
were carried out with 5 mW at 457 nm from an Ar+ laser. The incident laser light is brought into
the MBE through an effusion cell port at an angle 0i = 250 relative to the surface normal, and the
scattered light is detected simultaneously in three geometries through two other effusion cell ports
and a shutter port as indicated schematically in the inset in Fig. 1. The three detectors labelled A,
B, and C in Fig. 1 are located at the scattering angles listed in Table I, where 0, is measured from
the surface normal and *, is the azimuthal angle measured from the plane of incidence. From the
scattering angles, one can calculate the corresponding scattering vectors q in the plane of the
semiconductor surface and these magnitudes are listed in Table L The detector at A which is near
the specular beam, is sensitive to low spatial frequencies in the surface morphology and the
detectors at B and C are far from the specular beam and accordingly are sensitive to high spatial
frequencies [4]. All optical ports are equipped with gold coated mirrors in UHV to prevent
window coating due to direct line of sight exposure of the window to the hot substrate [5].

Table L Scattering anlsand corres[oding scatiering vectors. Oj = 250

Detector 0. 0o) I (') )q (pm-)
A 25.3 J_ 9 l 0.9
B 25 90 8.2
C 55 180 17.1
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Fig. 1. Time evolution of the scattered Intensity at three detectors A B and C during
oxide desorption and growth of GaAs. The light is Incident along Il0]. For a given
detection geometry A. B or C the changes in the two curves show the reproducibility.
Note the very different behaviors depending on the position of the detector.

Considerable care was taken to avoid particle contamination of the substrates before they were
loaded into the MBE system. The as-received two-inch diameter wafers were textured on the back
with a nitric acid etch in order to improve heater coupling and enhance the performance of the
optical temperature measurement system. After etching, the wafers were rinsed in de-ionized
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water, blown dry with nitrogen, given a two minute UV ozone treatment to remove residual carbon
and then cleaved into four pie-shaped pieces. The pieces were then mounted on In-free Mo holders
and loaded into the MBE chamber. All wafer handling was carried out in a HEPA filtered laminar
flow hood, inside a conventional laboratory (not a clean room). The ozone treated substrates were
transferred directly into the growth chamber without a prebake in the preparation chamber, and
ramped at 5 0C0min in an As 2 flux until the oxide is desorbed. Then the substrate heater power was
fixed to give a growth temperature of 600 0C as measured by diffuse reflectance spectroscopy [6].
The substrate temperature was allowed to stabilize for 2 min then the Ga shutter was opened to
start film growth. The growth rate was I jim/hr and the ratio of As to Ga was 3.5 as measured
with a retractable ion gauge, not corrected for the differential ionization probability.

LIGHT SCATTERING RESULTS

The light scattering signal as a function of time during the oxide desorption and subsequent
film growth is shown in Fig. 1 for the three different detectors with s-polarized light incident
parallel to the (I 101 direction in the surface. We show two independent runs (solid and dotted
lines) that were nominally identical, in order to illustrate the reproducibility of the measurements
from run to run. Although there are differences in the overall intensity, the shapes of the two sets
of data as a function of time are very similar. The intensity differences may be due to small
changes in the optical alignment of the two samples in successive runs. The Ga shutter is opened
at the origin on the time axis in Fig. 1. Negative times in Fig. I correspond to the period during
which the substrate temperature is being ramped up to the growth temperature. The abrupt increase
in the scattered intensity about 5 min before the growth starts is caused by the surface roughening
which takes place when the oxide desorbs. It is interesting to note that the oxide desorption shows
up as a step in the scattered light intensity for large scattering angles while the oxide desorption
produces a peak in the scattered intensity at low spatial frequencies. Fig. 2 shows a SEM picture of
a similar oxide-desorbed surface to that shown in Fig. 1. This figure shows that the substrate is
covered with small pits 100 - 1000 A in diameter which, according to scanning tunneling
microscopy measurements, are more than 100 A deep.

Fig. 2. Field emission scanning electron microscopy picture of a GaAs surface after
thermal removal of the oxide.

During film growth the large scattering angle detectors that are sensitive to high spatialfrequencies show a rapid decay in intensity during growth while the small angle scattering shows a
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progressive increase in scattered intensity. This result suggests that the high spatial frequency
surface roughness associated with the oxide desorption pits smooths out during growth while long
lengthscale roughness increases

The scattered intensity for the large angle detectors does not always decay in a simple way
during growth. See for example the small undulation near t = 0 in detector B in Fig. 1. Much
larger effects are sometimes observed, as shown in Fig. 3 in which the solid line in Fig. I B is
reproduced (curve a in Fig. 3) together with the scattered intensity as a function of time for two
similar growth experiments. (No special care was taken to align the incident beam with a
crystallographic axis in the substrate for curves b and c in Fig. 3.) We speculate that the large
oscillation in the scattered intensity as a function of time in curve c in Fig. 3 is associated with
particulates or other point defects on the surface of the substrate. In this picture the roughness due
to the oxide desorption, is responsible for the initial scattering intensity which decreases rapidly
during growth. while the scattering intensity associated with the point defects is amplified as
material accumulates around them. The point defects then account for the peak in the scattering
intensity at later times. Eventually with enough deposition the point defects are covered up and the
scattered intensity decreases again. Evidence in support of this interpretation is that the sample in
curve c had an additional preparation step thai may have contributed to the surface contamination.
in that it was etched with HCI and rinsed with water in addition to the preparation steps described
above. Also less care was taken to avoid particulate contamination with samples b and c in Fig. 3
compared with sample a. A similar type of behavior has been seen in silicon MBE [7]. Further
experiments are needed to confirm this explanation of the time dependence of the scattering
intensity in Fig. 3 and in other light scattering experiments [5.81.

1

C

-e b

a

0

0 5 10 15 20 25 30
Growth Time (min)

Fig. 3. Time evolution of the scattered intensity during growth of a GaAs Nuffer
layer for three different substrate preparations. The expected order of cleanliness is a,
b and c where a is the cleanest UHV loaded sample.

We now discuss the high spatial frequency light scattering parallel to I110] in Fig. I (detector
C), during the period between oxide desorption and the start of growth. This scattering decreases
with the substrate exposure time to the As flux. We conclude that the substrate becomes smoother
parallel to the (110] direction during As exposure at 600 1C. The out of plane scattering (detector B
in Fig. 1) which includes a contribution from the surface morphology in the [1101 direction does
not show a similar smoothing behavior. The effect of crystal orientation on the smoothing effect is
shown more clearly in Fig. 4 where the scattering at detector C. which is in the plane of incidence,
is shown for two different crystal orientations. As shown in Fig. 4, when the scattering vector is
parallel to the [ 1101 direction the surface becomes smoother with time while the scattering is more
or less constant when the scattering vector is parallel to [1101. This suggests that the surface
morphology becomes anisotropc with height variations along [ITO] decreasing in amplitude, while
height variations along (1101 remain unchanged.
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Fig. 4. Time evolution of the scattered intensity at detector C (q = 17.1 gm- ) of
s polarized light during oxide desorption and GaAs growth when the plane of
incidence is along the indicated crystallographic directions. Note the decrease in
intensity after desorption and before growth when the laser is incident along [ 110].

An analogous crystal orientation effect is observed during growth in the low spatial frequency
light scattering data shown in Fig. 5. The low spatial frequency roughness increases with time
during growth; however, as seen byothers [8], the scattering intensity increases with time faster
when the light is incident along I I101 than when it is incident along [1101. Because the near
specular detector A is located out of the plane of incidence as shown in Table 1, the scattering
vector is perpendicular to the plane of incidence for detector A. This means that the scattering with
incident light along [1101 is actually sensitive to the surface morphology at right angles or in other
words parallel to [110]. Accordingly, during growth, as well as during the As exposure, the
surface becomes anisotropic with more surface roughness in the [1101 direction than in [110].
This effect has also been observed in scanning tunneling microscopy experiments performed ex-
situ on quenched substrates [2].

"" 0.06 s [11]
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Fig. 5. Time evolution of the scattered intensity at detector A (q = 0.93 Am-') of
both s and p-polarized light during oxide desorption (peak) and GaAs growth when
the plane of incidence is along the indicated crystallographic directions.
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Fig. 5 also illustrates the effect of the polarization of the incident light on the scattered intensity.
The p-polarized light shows similar temporal behavior to the s-polarized light but with lower
overall intensity. Similar polarization effects were also observed for the higher spatial frequency
detectors at B and C.

The observed time dependencies of the scattered light intensity suggest that the surface
roughness evolves during growth towards large amplitudes at low spatial frequencies and small
amplitudes at high spatial frequencies, at least when compared to the starting oxide-desorbed
surface. The changes in the surface morphology are driven by the flux of deposited atoms.
Various continuum models have been proposed to describe the surface height z(rt) as a function of
time t and position r on the surface, during epitaxial growth. For example in the presence of a
diffusion bias caused by asymmetric barriers to diffusion across steps on the surface, to lowest
order the evolution of the surface morphology with time can be described by [ I

dzdt = v V2z + f(r,t) (1)

where f is the fluctuating deposition rate at the position r, at time t. Since the scattered light
intensity at a given angle is sensitive to the surface morphology at a single spatial frequency it is
natural to transform Eq. 1 to the Fourier domain,

dg/dt + v q2 =(q,t) (2)

In the case where the roughness due to the initial conditions exceeds the roughness driven by the
depositing flux of atoms the flux term can be ignored in Eq. 2 and the surface power spectral
density 2(q,t)2 at sp',a 4equency q should decay exponentially with characteristic time
T = lI(2q 2v). From the slope of the approximately exponential decay of the scattered light
intensity in Fig. I C for example, we estimate T = I min. for q = 17.1 rm -1 and conclude that
v = 3 x 10-13 cm 2/s for the given growth conditions.

SUMMARY

The intensity of light diffusely scattered from the substrate has been measured as a function of
time during MBE growth of GaAs at three different scattering angles. The scattered intensity is
found to depend on incident polarization, crystal orientation and the magnitude of the scattering
vector. In particular the initially pitted surface resulting from the oxide desorption is found to
roughen during growth, at low spatial frequencies (q = 0.9 Am-'), and smooth at high spatial
frequencies (q = 8.2 pm-').

We thank M. Plischke, M. Siegert and T. Pinnington for helpful discussions and the Natural
Sciences and Engineering Research Council for support.
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REAL-TIME IN SITU MONITORING OF DEFECT EVOLUTION AT
WIDEGAP H-VI/GaAs HETEROINTERFACES DURING

EPITAXIAL GROWTH

C.M. ROULEAU and R.M. PARK
University of Florida, Department of Materials Science and Engineering, Gainesville, FL 32611

ABSTRACT

We report the real-time in situ observation of heterointerface dislocation formation during
the growth of lattice-mismatched widegap II-VI/GaAs heterostructures. Such observations were
made by employing a near-normal incidence HeNe laser probe during epitaxial growth which
generated both a laser reflection interferometry (LRI) signal as well as an elastically scattered
laser light (ELLS) signal. We believe that the scattered light signal is generated at the II-
VI/GaAs heterointerface based on the observation of a x phase difference between the LRI and
the ELLS signals which were monitored simultaneously. We suggest, therefore, that the observed
ELLS signal is a consequence of dislocation formation at the heterointerface which occurs due
to plastic deformation in lattice-mismatched systems.

L INTRODUCFION

Following breakthroughs in the ZnSe p-type doping area' 2 emphasis has shifted recently
in the wide-bandgap il-VI semiconductor research field toward the provision of lattice-matched
widegap II-VI/GaAs epitaxial structures for blue/green diode laser application.' Although the first
blue/green diode lasers represented a considerable achievement,4"5 the structures employed in the
fabrication of these devices were not completely lattice-matched and, consequently, devices
exhibited short lifetimes even at reduced temperatures.

It is generally accepted that perfect lattice-matching between widegap I1-VI epitaxial
materials and GaAs substrates will be a primary requirement with regard to the development of
long-lived (at room temperature) ZnSe-based blue/green diode lasers. At present, however, time
consuming ex situ characterization techniques such as high resolution x-ray diffraction and cross-
sectional transmission electron microscopy are applied to determining the extent of lattice-
matching in widegap II-VI/GaAs heterostructures.

In this paper, we show that dislocation evolution occurring at a slightly lattice-mismatched
II-VI/GaAs heterointerface can, in fact, be monitored in situ using an optical probing technique.
Such analysis, in addition to obviating the need to perform ex situ structural characterization,
permits the real-time monitoring of dislocation evolution during epitaxial growth which can lead
to a more fundamental understanding of the plastic deformation process itself.

Real-time in situ monitoring techniques, in general, represent very powerful capabilities
with regard to process diagnosis and control. For example, with respect to molecular beam
epitaxy (MBE), reflection high energy electron diffraction (RHEED) is employed on a routine
basis to determine surface reconstruction and to assess the quality of substrate surfaces and

125
Mat. Res. Soc. Symp. Proc. Vol. 324. 01994 Materials Research Society

&!



subsequent epilayers. Recently, however, optical techniques have become increasingly popular
due to their noninvasve nature and their ability to provide information on properties other than
crystal structure. Ellipsometry, for instance, has far reaching capabilities that include real-time,
in situ monitoring and control of alloy composition, growth rate, and substrate temperature during
MBE deposition."i Also, real-time, in situ monitoring of the free-carrier concentration in doped
ZnSe films by quantitative cathodoluminescence analysis has been reported.' In addition, Lavoie
et al." and Rouleau and Park" have reported real-time, in situ monitoring of the GaAs oxide
desorption process prior to epitaxial growth by measuring the intensity of laser light scattering
at the GaAs surface, Rouleau and Park" having shown a low temperature H atom treatment to
be superior by such measure to conventional in situ thermal cleaning of GaAs. Also along these
lines, Pidduck et al .2.3 have performed similar elastic laser light scattering measurements during
Si MBE and have concluded that changes in the surface morphology occurring during layer
processing can conveniently be monitored and characterized by such means.

The purpose of the present paper is to report our efforts to develop an in situ monitoring
technique that can be applied during epitaxial growth which is capable of monitoring the
evolution of dislocations occurring at mismatched widegap II-VIIGaAs heterointerfaces (as
opposed to surfaces).

IL EXPERIMENTAL

The experiments were carried out in a custom designed MBE system equipped with
conventional effusion cells for Zn, Se and Te and a RHEED system for assessing substrate
surface quality and subsequent epilayer quality. In addition to these conventional components,
for this work the MBE chamber was also configured with a laser probe apparatus as illustrated
in Fig. 1.

The apparatus consisted of a 1mW HeNe laser (,=632.8nm) mounted outside the MBE
growth chamber, the laser beam being directed through a viewport towards the substrate which
was mounted on a heated Mo substrate holder. The detector/amplifier stage of the apparatus
consisted of a CCD camera and a video monitor. The camera was mounted outside the system
on its own viewport, its optical axis lying 100 away from the optical axis of the incident laser
beam, the laser beam being a near-normal incidence. The camera was focused on the substrate
surface and the visible spot arising from elastically scattered laser light (ELLS) due to defect
evolution was displayed on the video monitor. The intensity of the scattered laser light was
quantified by attaching a Si photodiode to the monitor's CRT over the image of the spot and the
output voltage from its respective bias network was recorded as a function of time.

The specularly reflected beam was utilized in this experiment to monitor film thickness
by employing laser reflection interferometry (LRI)9 which involves characterization of the Fabry-
Perot intensity oscillations exhibited by the signal. It should be noted that the intensities of both
the scattered laser light and the specularly reflected laser light were recorded simultaneously so
that signal phasing could be compared.

Due to the unorthodox nature of the detection system employed in quantifying the
intensity of elastically scattered laser light, it was important to characterize the transfer function
of the CCD camera-based detection system and the apparatus illustrated schematically in Fig. 2
was employed to perform this task. A tungsten lamp, lens, diffuser and laser line filter
combination was used to simulate a 632.8nm input signal whose intensity could be varied over
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a wide dynamic range. To quantify the intensity of light entering the camera system from the
simulated source, a beam splitter was placed in front of the camera lens to direct a portion of the
input light towards a photodiode. The output voltage from the bias network associated with this
photodiode was then proportional to the light intensity directed into the camera system. The
system transfer function was deduced by comparing the output voltage from the other bias
network with the input voltage, both intensities being recorded simultaneously on an XY recorder
as indicated in the figure.

Bin Network Liu SWa

Sito R corder W L mSi 17Phosphor Ion

G =mM Lae Line Fie (632.Snm)

E ~ ~ ~ V 'Z~e etm SieBa ewrks XY
tlizjX. \BGn Le Recorder

(RHEED)

monitor ES SO CCD Si Photdoe

to Reorder camera

OY83i,",CNC~tW~kNeutral DensityMoir

Si photodiode Filter

Figure 1 Schematic diagram of the experimental set- Figure 2 Schematic diagram of the apparatus used to
up used to record elastically scattered laser light characterize the camera-based detection system used
(ELLS) and specularly reflected laser light during the to detect elastically scattered laser light.
molecular beam epitaxial growth of widegap 11-
VIIGaAs heterostructures.

IEL RESULTS

CCD camera-based detection System characterization

As illustrated in Fig. 3, the detection system exhibited a threshold beyond which a linear
regime was observed. As the input intensity increased, the system responded in an increasingly
nonlinear fashion as indicated in the figure. This was most likely due to the automatic gain
control circuitry in both the CCD camera and the monitor. For further increases in input
intensity, the system response was clamped, presumably in response to the saturation of the CCD
array. Using this information, attempts were made throughout the experiments to keep the
detection system in a regime where clamping did not occur. The system was, however, allowed
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to operate in the linear/nonlinear regimes so that a reasonable degree of dynamic range could be
achieved.

Widegao II-VI/GaAs heteroepitaxv

As illustrated in Fig. 4, laser light scattering was not detectable (by the system) upon
ZnSe growth initiation until approximately 280nm of material had been deposited whereupon
increasingly intense scattering was detected with increasing film thickness having an oscillatory
form as shown in the figure. It should be noted that in order not to observe scattering upon
growth initiation, it is imperative that the GaAs
surface be specular following oxide removal."_
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Figure 3 Camera-based detection system transfer 0 100 200 300 400 500 600 700 g0

function recorded at 632.8nm. FihnTduwss (n)

Figure 4 Intensity of scattering occurring near the
heterointerface as a function of ZnSe epitaxial

The growth was terminated near 0.84gm to deposition time and layer thickness. Also included is

avoid saturating the detection system. The most a laser reflection interferogram.

striking feature of Fig. 4 is the 7t phase
difference between the ELLS signal and the
LRI signal which, using ray tracing, can be explained by placing an emitter at the heterointerface
and considering intense scattering at the beterointerface as opposed to the free surface. To
explain further, we have developed the qualitative model illustrated in Fig. 5.

As indicated in Fig. 5, the laser beam impinges on the sample at near-normal incidence
and a portion of the beam is transmitted into the epilayer and proceeds towards the
heterointerface. We consider that in addition to specular reflection off the heterointerface, a small
portion of the beam is scattered into other (nonspecular) angles due to the presence of
dislocations which occur in response to attainment of the critical thickness. For simplicity, we
consider only that angle which points in the direction of our detector as indicated in the figure.
The scattered beam traverses the epilayer and in addition to transmission through the free surface,
a portion of the beam is redirected back towards the heterointerface by reflection off the free
surface. Since the index step from epilayer to vacuum is negative, no phase shift is introduced
upon reflection. The reflected portion of the beam again fraverses the epilayer, reflects off the
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heterointerface, and then makes a final pass through the epilayer to emerge on the vacuum side
of the free surface. At this point, a t+26 phase shift has been introduced, x resulting from prior
reflection off the heterointerface and 26 resulting from traversing the epilayer twice. The phase
difference, LLS between the newly emergent beam and the original portion of the scattered beam
is then 26 + x which is necessarily a function of the wavelength of the laser, k the refractive
index of the epilayer, n, the thickness of the epilayer, z, and the angle of transmittance within
the epilayer, 0. In a similar manner, it can be easily shown that A 7 28 since 0 Lf OELLS due
to the small angles involved. Finally, kLLS- L,= x and hence the 7t phase difference between
the ELLS signal and the LRI signal as observed in Fig. 4. It is interesting to compare our results
with those of Olson and Kibbler 4 who employed a similar technique to monitor scattering from
GaP during MOCVD of GaP/Si. The GaP/Si system is very similar to the ZnSe/GaAs system
with respect to lattice mismatch (0.36%) and refractive index steps (@ 632.8nm) so it's
reasonable to assume that under similar conditions, similar results may be achieved. Comparing
sets of data, it is obvious that their data resembles our LRI data (see Fig. 4) which we would
contend places the source of their scattering outside the epilayer or more appropriately, at the free
surface. They do indeed attribute their ELLS signal to surface scattering and it is quite trivial
using our arguments above to show the lack of a it phase difference between a ELLS signal and
a LRI signal for such a case. Consequently, our results clearly differ from previously published
results that have concerned surface scattering, in our case the 7t phase shift discussed above
indicates heterointerface rather than surface scattering. We believe that the amplitude of the
modulation and the "DC component" of our ELLS signal are dependent on the optical properties
of the heterointerface as well as its morphological properties, these characteristics being
controlled by the multiplication and propagation of dislocations near the heterointerface while the
film is growing.

Our laser probe technique was also applied during the MBE growth of ZnTe/GaAs
epilayers and the scattering data recorded from this system is compared and contrasted to that
observed from the ZnSe/GaAs system in Fig. 6.

Incident Beam Specular Reflection ZSTC/GRaS (7.9% mmnatch)
to Photodiode

Scatere d e 3 (LRI Ssgal)
Scaterd eflcton Ifr% 3

to Camera System .'
(ELLSS S

0 100 200 300 400 500 600 700 800

Pirn Thwknew (nm)

Dislocations Figure 6 Elastically scattered laser light data
Figure 5 A ray model illustrating the employment of recorded in real-time during the deposition of
Figre aera oZnSe/GaAs and ZnTe/GaAs heterostnuctures. The
a HeNe laser beam to probe the ZnSeIGaAs lattice-mismatches indicated correspond to room
heterointerface during epitaxial deposition.
Dislocation evolution upon attainment of the critical temperature lattice-mismatches
thickness gives rise to a scattered signal which was
detected and quantified using the apparatus in Fig. I.
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As can be seen from the figure, scattering is detected earlier (in terms of layer thickness) from
the ZnTe/G&As heterointerface as opposed to the ZnSe/GaAs heterointerface. Furthermore, the
rate of change of scattering (with respect to layer thickness) is greater in the case of ZnTe/GaAs.
Both of these observations seem to be highly correlated with the degree of lattice-mismatch as
indicated in the figure.

IV. CONCLUSIONS

We conclude that the in situ optical probe described here is capable of detecting the onset
of plastic deformation in lattice-mismatched heteroepitaxial systems, such as ZnSe/GaAs, in real-
time during epitaxial deposition. Furthermore, the technique by its real-time nature is appropriate
for dislocation evolution monitoring. Finally, we conclude that should perfectly lattice-matched
structures be grown, the laser light scattering reported here would not be observed which could
have important consequences for the provision of lattice-matched structures for widegap II-
VI/GaAs diode lasers.
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THE UTILITY OF LASER LIGHT SCATTERING IN ASSESSING THE
MIXABILITY OF REAGENTS FOR CHEMICAL VAPOR DEPOSITION

BIN N10, GENE P. RECK* AND JAMES W. PROSCIA**
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ABSTRACT

The premixability of reagents used in chemical vapor deposition reactors is important to
insure that gas feed lines and nozzles do not become clogged with particulates during operation.
Even if reactants ar to be kept separate until introduced into a reaction chamber, it is desirable to
limit the number of particles formed. A reactor which utilizes laser light scattering to monitor
particulate formation when gaseous reagents are mixed is described. The reaction of tin (IV)
chloride with water is commonly used to produce tin oxide films by chemical vapor deposition. It
was found by the light scattering experiment that at temperatures above about 110 oC the number
of patculates foarmed is greatly reduced. Thefore, it would be most desirable that these reagents
be mixed above this mpeature when depositing tin oxide from this reaction. The reaction of
titanium racoride with varions amine was also investigated by this method. This reaction has
been demonstrated to produce titanium nitide above 450 0 C. For each case, it was observed that
the was a teIPeratur above which the number of particulates was significantly reduced. This
mnapme was always below de optimal tempuature for producing titanium nitide film.

INTRODUCTION

In os CVD processes particle contamination can be a major contributor to poor film
quality. Tb. particles can be from contamination of source chemicals, carrier gases, the reactor or
from Il5C chemical reactions. Light scattering, particularly of laser ligh4 is an easy means to

e a ticles since in de appropriate limit the scattering is directly proportional
tote pu h demsity. Eariest studies in fact used the eye as the detector(l). Subseuent work has
been mor cmncaed(2-5). In this paper we report on the use of laser light scattering to monitor
the r dip beween particle formation due to chemical reaction and the temperatme. The goal
of this work is to determine the temperature above which gases maybe mixed without particle
fomation or if they do form they immediately vaporize. Knowledge of these temperatures can be
used to determine temperatum for preheating of the gas streams. Although other reactions have
been studied, we limit our discussion here to the reaction between TiC14 and a variety of amines to
form films of TN at temperatures above 4500C(6). We report results using three different
techniques in two diffeent reactors which were specially constructed to provide optical access to
the region where the gases mix and above the film formation region. From the results of such
measurements it is quite easy find a temperature range for film formation where particle formation
is not a problem.

EXPERIMENTAL

Reactor I is constructed of stainless steel with provision for optical windows which allow
optical access to region of particle formation. The windows are so designed that a positive pressure
of nitrogen keeps the windows free of particulates. The reactor is approximately xx by xx with
sidearms of length yy. The main section of the reactor is contained in furnace whose temperature
maybe controlled. Thereactor is picmu in Figure 1. The injector and gas flow direction are in
the downward direction.
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igure 1 Schematic of reactor 1.

The light source was an unfocused 1mw He-Ne laser with a beam diamet of 16 mm at the
reaction rxgin. The scattered light was monitored through the second arm which was at an angle
of 120 with respect to the entrance arm. A photo multiplier with output to a strip chart recxder with
time constant of .1 s recorded the signal. A cut-off filter was used to assure that only the scattered
light and not the infra-red fronm the oven was recorded. Two kinds of measurements were mad on
the scattered lighL Measurements of type 1( height ) wer the average intensity of the scattered
light as read from the strip chart as a function of oven temerature. It was observed that when the
signal was from scattered light from the oven (not just high signal levels) that the noise level
increased with intensity of scattered light. Presumably this is due to an increase in tuinuence.
Measurements of type 2 (width) we of the magnitude of the noise level.

A third approach was also used. In this cas another stainless steel reactor was constructed
similar the first but with only four ams and the gas injector perpendicula to the plane of the arms.
The gas flow was still downward. An excimer laser ( Lambda Physik. EMG xxx XeCI, 308 aim,
200m, 22nspulse) wasused as thelight source. The beam size at the reactionregion was 1.3x
3cm. The spectrum of the scattered light was detected with a 1/4 in Jarell-Ash monochromator
with 1200 groves/mm grating and an intensified diode army detector (Tracor Northern TN-6500
system with an array of 1024 diodes). The advantages of this third approach are that only the
scattered light at the appropriate wavelength is monitored and the increased laser power allowed us
o perform expeimenM at V25 th tie flow rae.

In all the experiments, the scattered light was determined by turning the flow
of each of the reagents on and off. In fact in order to avoid problems of particle buildup in the
lines and nozzle much of the time while the oven temperature was changing no reagents were
flowing. At higher temperatures this results in an paret decreas in scattered light when the
flows am started. This is most likely due to a lack of teme equilibrium caused by the fact
that these reactions ae endothemc s that the reaction region cools while the backgnund from the
furnace remains the ama

RESULTS
Initial experiments were done on the well studied reaction of SnC4 and H20 using only the

height of the scattered intensity as a monitor of the extent of particle formation. This result is
shownin Figure 2
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Figure 2. Scattered intensity vs tempierature for SuCI and H120

Experizoents were Aso perfrmied with ra 4 and a wide variety of amines under condition
that we have previously used to produce filmns with goo adhesion, color and low carbon and
chloride content. lbe results for three mines (other were also done) from reactor 1 are shown in
Figures 3,4, 5.
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Figure 5. Height measurement is on the left and dte width measurement is on the ight.
In these figures the solid curves o the result of a piece wise quadratic fit in the data points
Depending upon the amine several possible curves have been observed which all sham e main
feum of at lower temperatures having considerable particle formation. As the temperature is
inceased, the parcles eventually disappear so that a region can always be found in which o
films maybeirpoduced. For se of die nm (Figures 4 and 5) a decre in e ma i of
the scatterd ih i observed. In the measure nt of the width of the noise this actually
repFesents an increase in particle formation.

Results obtained using die second reactor am sown in FRpm 6. At de top of Figure 6 is
a plot of intenty vs. diode number (wavelngb) for a variety of temperturs. Unfortunately, the
teperature axis is not linear so that each spectrum shown represents an observation at the
tempeatue at which the experiment was performed which is not necessarily uniformly related to
tprevious temperatur The peak observed is at the las wavelength but the structure is an
anoochromator grating and diode arry. In bottom of Figure 6 we have plotted these
peak heights as a function of temperature so that the data appear in a format similar the results from
rea wI.

We attempted to get a sample of the particles being formed so that we could estimate
composition and size. A microscope slide was placed under the nozzle and mw ollectd.
Under examination the material appeard to be lare aggrepes of titamium oxide which must have
been formed upon cooling and reaction with air. The actual identity and size of dhe particles is not
determined in our experiment. From the magnitude of the scattering it is liely that they larger tha
ten times the wavelength of the light.

DISCUSSION

The results of the two methods used in the analysis the scatin; experiments fim reactor1 agreee xn~mely well for each of the amines studied. Either the overall intensity or the fluctuations
in the intensity can be used to nionitor the formation of particles. Because the mesrmn of the
width sen to more truly reflect th nmber of particle we fel it is to be preere. The fact that

esnmd preset a oh ihand lo teprtue leads one to speculat that theY must be

At the lower temperatures ther is some evidence that complexes between TlIC 4 and amines
form and in fact can be isolated,8). Under proper conditions we have noticed that a yellow
powder collects at the exit of the reactor durn film preparation. Raisn 1 the temperatr of the
output tube reduces the amount of powder. We am unable to say if the i ces that do the
scattering am related to these materials. It may just be coincidental but there is a similarity in
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Ripm 6. Top: Specum of scattered light as a function of temperature. Botton2:Plot of peak
height vs. temperature for the top spectrum

temertr at which particles are no lIonger detected for all the amines; we studied. If the
mechaimfor particle formation were simila and involved simila intermediates, one expects a
similarity in the temperatures. At the higher temperatures, the onset of particle formation is also
comparable for all the aminies, therefore we expect that particle formation could come from the
same process idependent of the amine used.

When the results of the He-Ne lase and excimer laser are compared the similarites are not
as apparent. In the excimer experiments the flow rates am so much lower that we arm actually
measuring a much lower level of particle formation hence wee particles at much higher
temperatures
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CONCLUSIONS

The results of lae a ng light in the reaction of TC4 and amines using
three diffenat methods ar shnill. The experiments re easily done so that any of the methods
described han may be used to dffctively n iwr partice formation and determine a range of
NUe mBUm where pade fonmatim is not a prmblm
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CONTACTLESS ELECTROMODULATION CHARACTERIZATION OF
COMWOUND SEMCONDUCTOR SURFACES AND DEVICE STRUCTURES

J.M. WOODALL; School of Electrical Engineering, Purdue University, West Lafayette,

IN 47907-1285 USA

ABSTRACT

This paper will review the use of contactless electromodulation methods, such as
photoreflectance (PR) and contactless electroreflectance (CER), to characterize the
electronic properties of compound semiconductor surfaces exposed to different growth
and post-growth conditions. Also the characterization of properties critical to device
performance can be evaluated. For example, using PR and CER it has been found that
there is a lower density of surface hole traps than electron traps in certain as-grown MBE
(001) GaAs samples and that this condition persists even after air exposure. This
behaviour is in contrast to other samples, including both bulk and MBE grown (001)
surfaces in which the Fermi level is pinned mid-gap for both n- and p-type structures. We
also have observed that Ar + bombardment under UHV conditions results in Fermi level
pinning close to the conduction band edge and that thermal annealing restores mid-gap
pinning. Finally, using PR we are able to characterize the electric fields and associated
doping levels in the emitter and collector regions of heterojunction bipolar transistor
structures (fabricated from I-V materials), thus demonstrating the ability to perform in-
process evaluation of important device parameters.

INTRODUCTION

The fabrication of modem-day electronic, optical and opto-electronic devices
involves a number of complicated procedures, ranging not only from the actual epitaxial
growth of thin layers but also to pattern definition and transfer. In a functional device the
physical properties of each layer should be optimal. Thus, not only are the epitaxial
growth steps crucial, but further processing steps also must be monitored. Therefore, it
becomes important to have available as many noninvasive techniques as possible to probe
the various processing steps and to relate these to actual device parameters and
performance. Ideally, one would like to perform the characterization procedure at room
temperature on entire wafers, possibly even before the structure is removed from the
processing chamber.

In the past decade there have been considerable advances in semiconductor device
fabrication due not only to thin film growth but also to various processing procedures.
Developmental efforts are driving device design toward more compact structures, a trend
which places ever increasing demands on materials/processing/device parameters and
hence evaluation procedures in order to upgrade performance and yield.

Optical probes are ideal for the noninvasive monitoring/control of processing
procedures. For applied work, an optical characterization technique should be as simple,
inexpensive, compact, rapid and informative as possible. Other valuable aspects are the
ability to perform measurements in a contactless manner at (or even above) room
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temperature on wafer-sized samples. Because of its simplicity and proven ability,
modulation spectroscopy [1,21 (particularly contactess modes) is now a major tool for
the study and characterization of bulk/thin film semiconductors in addition to
semiconductor microstructures (quantum wells, superlattices, etc.) and interfaces
(heterojunctions, semiconductor/vacuum, semiconductor/metal). This optical method is
also useful for the evaluation of process-induced damage [1-4] and actual device
parameters 11,5].

A particularly useful form of modulation spectroscopy is electromodulation
[electric field modulated reflectivity] since it is sensitive to surface/interface electric fields
and can be performed in contactless modes [photoreflectance (PR) or contactless
electroreflectance (CER)] that require no special mounting of the sample [ 1,21. Therefore,
these modes can be employed on wafer-sized material without altering the sample. The
sensitivity of EM methods to surface/interface electric fields has proven to be one of its
most important properties for materials/device characterization. For sufficiently high
built-in electric fields the EM spectrum can display an oscillatory behavior above the
band gap called Franz-Keldysh oscillations (FKOs), which can be readily employed to
monitor these fields at surfaces/interfaces, including actual device structures [1,2,5].

BACKGROUND

Under the influence of an electric field F in the z-direction the energy bands are
tilted by an amount eFz. An electron attempting to tunnel from the valence band into the
conduction band sees a triangular barrier. Resonances appear whenever an integral
number of de Broglie wavelengths fit into the triangular well formed by the electric field.
The de Broglie wavelength is equal to hip, where h is Planck's constant and p is the
momentum of the electron (hole). It can be shown that the energy of the n" resonance,
E., is proportional to F2'3 . Thus the period of these resonances, or FKOs, are a direct
measure of the built-in electric field. In transport theory this tunnelling phenomenon
through a triangular barrier is called Fowler-Nordheim tunnelling. Thus FKOs are the
optical analog of Fowler-Nordheim tunneling in transport.

The exact form of ARIR with broadening is quite complicated. Aspnes has written
a relatively simple expression [1,61:

ARR o exp[-2(E-E,)1r/(h0) ]  (a)

x cos[(4/3)(E-E,)3 /(hO)3' 2 + xI[E 2(E-E,)]-

where E is the photon energy, E is the energy gap, r is the broadening parameter, x
is an arbitrary phase factor and the electrooptic energy hO is given by:

(hW) 3 = q2 h2F2/2il. (lb)

In Eq.(I b) u I is the reduced interband effective mass in the direction of the electric field.
From Eq.(la) the position of the n' extrema in the FKOs is given by:
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n = (413)[(E,-E)hO + x (Ic)

where E. is the photon energy of the n' extrema. A plot of (41/3)(F-E, 3" vs. the index
number n will yield a straight line with slope (hO)3". Therefore, the electric field (F) can
be obtained directly from the period of the FKOs if %I is known.

The period of the FKOs is determined by the dominant field in the structure (].
There are two limiting cases to be considered. If modulation is from flatband, i.e., no
dc field then the field is clearly the ac modulating field, F,. However, a more interesting
situation occurs when there exists a large dc electric field, Fd,, in the material and a small
modulating field is applied, i.e., F. < <F,. In this case the period of the FKOs are
given by F, .aid not F,, [1].

The treatment of FKOs discussed above has assumed a uniform electric field.
However, in many situations, such as the space-charge region (SCR) of a doped material
this is not the case. It has been clearly demonstrated that for small modulation the FKOs
are a measure of the maximum field in the structure [1].

GaAs SURFACES

After many decades of intense study, the origin of the surface states GaAs is still
not understood [7]. Furthermore, except for isoelectronic heterojunctions, e.g.
GaAIAs/GaAs, there is no viable technology for making either MOS or MIS-like
structures with low interface state densities. In the case of GaAs it is not clear there is
still an interest in MOSFET devices, since modeling results show no performance
improvement over Si for sub-micron gate length structures [8]. However, there is still an
interest in the passivation of GaAs surfaces and the control of the electronic properties
of metal/GaAs interfaces, e.g. ohmic and Schottky contracts; and, thus, an interest in
understanding the electronic properties of various kinds of GaAs surfaces and interfaces.

In particular, it is desirable to have a characterization tool which could follow the
evolution of the surface properties as a GaAs substrate moves from its starting properties
through epigrowth and on through various processing stages to the finished device.
Modulation spectroscopy is such a universal tool, since it is a low intensity optical probe
which can operate in almost any environment, including UHV, MOCVD, air, etc.

It has long been recognized that the FKOs observed in EM had great potential for
gaining information about surface/interface electric fields due to Fermi level pinning.
However, in principle this has proven to be difficult [1]. Generally, one observes only
a few FKO from the space-charge region of a doped semiconductor. At low doping
concentrations, where r is small, the electric field may not be sufficiently large to
observe FKOs. Increasing the impurity concentration to enhance the built-in field also
generally makes r larger, probably due to ionized impurity scattering. As a consequence
the FKOs get damped out [see Eq.(la)) and the lineshape becomes third-derivative. Thus,
FKOs are generally seen only in a limited doping range [11.

To overcome this problem a number of groups are making effective use of the
FKOs detected in PR or CER from special structures which contain a large, uniform
electric field to study Fermi level pinning on (a) n- and p-type GaAs (001) surfaces
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[1,3,9-121 including studies of the effects of process-induced damage [3,4] and
metallization [12] and (b) low temperature grown GaAs [13] and InGaAs [7] with excess
As. Some of these investigations have been performed in-situ in an UHV chamber [3,12].

These structures are made by fabricating an undoped layer of thickness
L(- 1000A) on a buried doped n+(p') buffer on a doped n+(p ) (001) substrate. Such
configurations have been designated UN+(UP ), respectively (or SIN + and STP+ in [9]).
In the n+ (p+) buffer/substrate the Fermi level occurs near the conduction (valence) band
edge. At the surface/interface the Fermi level is pinned at some value. Therefore, there
exists in the undoped region a large, almost constant electric field, F. From the large
number of observed FKOs it is possible to accurately determine the built-in field and
hence the built-in potential (barrier height). In such configurations the barrier height, VB,
can be related to the electric field, F, (deduced from the FKO) by [121:

VB = FL+(kT/q)+SCC (2b)

where the second and third terms are the Debye length and space-charge layer
corrections, respectively.

Because of the photovoltaic effect in these structures the measured barrier height
(V,) is the Fermi level (V,) minus the photovoltage (Vp), i.e., [12]

VB(T) = VF(T) V,(T) (2a)

Plotted in Fig. 1 are the values of VB(T) as a function of temperature for GaAs
UN+/UP + structures in air [12]. Note that V, saturates at about 425K for the low light
levels used in this experiment and that below room temperature Vp(T) is an appreciable
factor.

The results of Fig. 1 have been explained on the basis of current-transport theory
assuming that the Fermi level is pinned at some value VF, and that there is only one
pinning level. In this case V,(T) can be expressed as [12]:

V(T) = (nkT/q)ln{[Jp/rJ(T)]+1) (3a)

where 77 is an ideality factor, JpC and J0(T) are the photo-induced and saturation (dark)
current densities, respectively. The parameter r in Eq.(3a) was introduced as a geometry
factor in order to take into account the fact that only a fraction of the surface has states
available for the saturation (dark) current.

Therefore, VB is given by [12]:

V,(T) = VF-(,qkT/q)ln{[J,/rJo(T)1+1} (3b)

with

ipc = qP.,y(l -Ro)/hw (3c)

and
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J0(T) = [A "T2/(l+BT 31)Iexp(-qVF/kT) (3d)

where P. is the ligh intensity, y

is the quantum efficiency (= 1), 0.8
Ro is the reflectivity of the light , UN
at the semiconductor surface (= . up+ x

0.34) and hw is the photon 0.6 - Fit
energy of the light, A* is the (r-0
modified Richardson constant > 0.4 /
(which is proportional to the M +

effective mass of the carrier) VF (300K) o.77*o.o 5
and B is a constant defined in 0.2 r (Ao/APc)o.o2*o.0 o.oo1,o.o000

[1 1 r A /A1 0.930.05 0.01*0.000[12]., o+oooo,-oo

From Eqs.(3), at 0.0_
sufficiently high temperatures, 0 100 200 300 400 500
V(T) becomes negligible TEMPERATURE (K)
because of the factor
exp[-qVF/kT] and hence VB Fig. 1 measured barrier height, VB(T), for UN +

approaches VF. Shown by the (triangles) and UP' (squares) samples as a function of
dotted and dashed lines in Fig. temperature.
1 are least-square fits of Eqs. (3)
to the experimental values of
VB(T) of the UN' and UP' structures, respectively. The fitting parameters were VF, 1

and the geometry factor r. The most sensitive parameter is r since VF can be deduced
from the high temperature data, as discussed above, and tj is obtained from the intercept
as T-*0. This analysisyields V,=0.77 ±0.02V/0.75 ±0.02V, i =0.93 ±05/0.87 ±0.05 and
r=0.02±0.01/0.001 ±0.0006 for the UN+/UP + samples, respectively. The Fermi level
pinning values add up to the band gap of GaAs, in agreement with the complementarity
of the UN+/UP + structures. The ideality factors are - 1, indicating high quality diodes.

The difference in r is not readily apparent from Fig. 1 since the curves for the
UN+/UP + samples are almost identical. However, it must be borne in mind that A** in
J0(T) [ see Eq.(3d)] is proportional to the effective mass, and that this ratio is - 0.2 for
electrons and heavy-holes in GaAs. This accounts for the difference in r between the two
types of samples. In order to demonstrate the necessity of including the geometry factor
r, displayed in Fig. 1 by the dot-dashed line is a least-squares fit of Eqs.(3) to the UN +

sample with r = 1. As can be seen the agreement between the fit and experiment is not
very good. It is interesting to note that with increasing r the barrier height, VB(T),
saturates at lower temperatures for a given VF.

Recently Yan et al [11,141 have found additional evidence for the reduced surface
state density in p-type GaAs surfaces from both ex-situ (in air) and in-situ (UHV in a
MBE system) studies of UP + structures. These results are consistent with the findings of
Pashley et al [15] using in-situ scanning tunneling microscopy (STM). Displayed in Fig.
2 is VB(T), in air, for an UP' sample using CER (no pump beam) in order to minimize
any photovoltage effects. Representative error bars are shown. The overall temperature

145



behaviour cannot be explained .6
on the basis of only one pinning
level, as was done in Fig. 1.
Above about 250K this curve is
similar to Fig. 1. The barrier 0.4- Fit

height VB(T) increases
monotonically with temperature "
and then saturates at about > T
450K. A major difference is 0.2

that the saturation value of
V,(T) is only about 0.5V,
instead of 0.75V for the UP' 0o.
sample in Fig. 1. Thus, this 0 100 200 300 400 500

pinning level, which we Temperature (K)
designate as V2, is at least
200meV below midgap. Fig. 2 Measured barrier height, V.T), of an UP +

Another important observation sample as a function of temperature.
is that V3(T) for the sample of
Fig.2 saturates at about the same temperature ( 425-450K) as the corresponding material
in Fig. 1. Based on Eqs.(3) the r factor for V2 for this sample is about an order of
magnitude lower than that of the prior UP' material.

Another significant difference between Figs. I and 2 is the low temperature
behavior. For the latter sample there is a plateau of about 0.20-O.25V between lOOK-
250K and then V,(T) turns over and approaches zero. The presence of this plateau
indicates that there is another pinning level at about 0.2-0.25V.

We have used a modified solar cell equation for Vv(T) in order to take into account
two "pinning levels" [14,161:

Vp(T) = (kT/q)ln{ Pm(l -Ro)h2 + (4)

[A * T2/(l + BT 3'2) ri( -F)exp(-qVi/,1 kT)
i-I

where % is the ideality factor of the ir level. The factor (1-F) takes into account that
when a certain level, particularly i= 1, is full it no longer contributes to V.. The
important fitting parameters are 7i, r, and V,, the positions of the two "pinning" levels.

However, there is another boundary condition. There must be the right amount of
charge on the surface of our "parallel plate capacitor" UP' (or UN +) structure to produce
the measured field, i.e., VB. This charge/area also determines the Fermi level, V. Thus
we also have the following relations:

2

V.(T) = Q(T)/C , Q(T) = qNoE nir iFi(T) , C - e,/L , (Sa)
i-I

where e(= 12) is the dielectric constant of GaAs, K. is the permittivity of free space and
L is the thickness of the undoped layer, N. is the density of atoms on the surface
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F(T)= {exp[(E' Vi)2/2uil/(2,r)"oi){exp[(E-VF)/kT]+l}-'dE' (5b)

L is the thickness of the undoped layer, N. is the density of atoms on the surface
(6.3x1014 cm-2), ni is the number of charges that can be put on each site r and ,, = 10
meV for both levels.

Therefore, we have the additional constraint that:

2
VB(T) = (qNoL/eK0)E n rF,(T) (6)

i-I

Shown by the solid line in Fig. 2 is a least-squares fit of the data to Eqs. (4) and
(6). The obtained values of the relevant parameters are ,= 1.75, V,=0.25V, r1=4xl0l,
nj = 1, 172 = 0.88, V2=0.5V, r 2 =4xl04 and n 2 =1 . Thus there are two pinning levels
at 0.25V and 0.5 V above the valence band. The r factors for both these levels are about
two(one) orders of magnitude lower than the n(p)-type material of Fig. 1.

Yan et al [11,14] also have examined an as-grown UP' GaAs (001) structure at
300K using PR in-situ in a MBE chamber before removal to air. In this case also a
reduced surface state density is observed. They find V,(300) = 0.36V, in good agreement
with the data of Fig. 2 but considerable lower than the UP' sample in Fig. 1. After the
deposition of a few monolayers of As it is found that V,(300) increases to about 0.6V,
similar to Fig. I.

There are at least two possible reasons which could account for the lower surface-
state densities observed for UP' structures compared with UN' structures. One
explanation may be related to a recent STM result by Pashley et al [15] to characterize
the electronic properties of MBE grown GaAs (001) surfaces with (2x4)/c(2x8)
reconstructions. For n-type samples the surface forms the exact density of acceptor-like
kink sites needed to pin the surface Fermi level mid-gap by compensating the donors
forming the space charge region, i.e. the kink-site density increases with increasing n
doping. This suggests that the MBE growth of n-type GaAs will inherently result in
surface Fermi level pinning. This is consistent with our modulation experiments on UN +

structures, i.e. they always exhibit pinning. For p-type samples the kinks do not form
donor sites, hence there is no driving force to form kinks since they will not assist mid-
gap pinning for high doping levels. Hence, the as-grown highly doped p-type samples
showed a surface Fermi level near the valance band edge, i.e. not mid-gap Fermi level
pinning. This behavior could account for the observations of the present study since our
samples also had (001) surfaces grown by MBE. However, this can only be part of the
explanation, since the Pashley et al [15] results were obtained in UHV on pristine
surfaces while our surfaces had been air exposed. Therefore, in addition to the above
argument we must account for the stability in air of our low surface-state density UP'
structures.

We suggest that this stability is due to photoelectrochemical properties of p-type
surface of GaAs. It is well known that many n-type compound semiconductor surfaces
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including GaP surfaces, are unstable against greater than band gap energy photon
illumination in aqueous solutions whilep-type GaAs [17] and GaP [18] surfaces are stable
under these conditions. The obvious photoelectrochemical difference between n-and p-
type surfaces is the minority carrier type which under illumination crosses the
semiconductor/electrolyte interface. It is well known that the resulting surface chemistries
for n-type surfaces tend to be a mixture of anionic and cationic oxides and elemental
anion. The minority hole current results in either photo-etching or photo-oxidation,
depending on the pH of the solution. It is reasonable to conclude from the stability of p-
type photochemical electrodes that the electron minority carrier current into the solution
results in surface passivation. If so, this would account for the air stability of our u-p
structures. We plan to confirm this in future studies by STM characterization of these
surfaces.

One of the important findings of this study was the qualitative change in the nature
of the surface defects as the concentration of the defects was reduced by improved MBE
growth of UP' structures over those reported in the past [3,121. Previously we had found
mid-gap pinning for both air exposed and metallized UN' and UP' structures, i.e.,
IEb, - Edge . I - 0.75 eV [12]. This pinning has been correlated with the

presence of elemental arsenic which exists at equilibrium at the interface of GaAs and its
native oxide, i.e. Ga20 3 and As2O3 . There is some controversy as to the fundamental
relation of the As with the pinning energy or pinning states. It could be argued either that
the presence of As would correlate to surface native defects [19] in the GaAs which
would pin the Fermi level at their respective defect levels; or the presence of As would
pin the Fermi level via its work function. The As work function would fix the Fermi
level at exactly mid gap whereas the native defects would be expected to pin near mid
gap at slightly different energies, separated by about 0.2 eV, depending on the
conductivity type, nearer the conduction band edge for n-type and nearer the valence band
for p-type. However, for "pinning" to occur requires a sufficient density of states of the
pinning sites, about 10 3 car2 , for previous mid-gap pinned structures.

It is interesting to note that in the study of UP' samples the 0.7 eV pinning site
has been greatly reduced. What is uncovered then are two new pinning levels at 0.5 and
0.25 eV above the valence band whose density is about 2.5x10" cm-12 . This density is
sufficient to measure in our experiment but is insufficient to firmly pin the Fermi level,
i.e. dominate Schottky barrier formation at metal/GaAs interfaces. We conclude therefore
that these new levels are most likely related to surface native defects and, while present
at small concentration, are not a factor in the mid-gap pinning at metal/GaAs interfaces.
Rather these results add support to the model which suggests that mid-gap pinning at
metal/GaAs interfaces is directly correlated with As acting via its work function.

EFFECTS OF Ar+ SPUTTERING AND ANNEALING

Shown in Fig. 3 are the effects of Ar+ sputtering, thermal annealing and air
exposure on VB at 300K for both UN+VB(n)] and UP+[V,(p)] GaAs (001) configurations
[3].The sputtering/thermal annealing studies were carried out in-situ in an UHV chamber.
Also displayed is the sum VB(n)+Vs(p) and E., the band gap of GaAs (1.42 eV).
Initially, on the undamaged surfaces the barrier heights VB(n) - VB(p) are at about
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midgap. The quantity I. V0 .¢,-
VB(n)+Vs(p) is only about 0.15 a V,(n)
eV below E.. This small 0 Va(p) 300 K

difference is probably due to the E 'i &v(n)+V,(p)
photovoltage effect, Vp. & 0 Z

With increased sputtering 0
time V3 (n) decreases while 1.0

VB(p) increases although the 0 0
sum VB(n) + VB(p) remains i, a
approximately constant. After 0
40 minutes of sputtering no PR
signal could be obtained from 0.01 . . . ..____.,

the UN' sample which indicates 0 10 30 30 40 MA 30 O
that the built-in field and hence O Ztt-tea (-,-.) 31

VB (< 0.1 V) was too small to 1Wv'

observe. Therefore, Vs(p) has a
value approximately that of Fig. 3 Measured barrier height, VB(T), of UN'
VB(n)+VB(p) for the previous (squares) and UP + (circles) as a function of Ar+

conditions. These observations sputering time, thermal annealing and air exposure.
indicate that the major
movement in VB is due to changes in VF, not to differences in Vp. After 40 min of
sputtering VF had been moved from midgap to near the conduction band edge for both
materials.

Thermal annealing at 350DC for 30 min in UHV reversed the movement of V and
hence VF. The parameter VB(n) went back to its original midgap value while V,(P)
decreased but did not return to its original value. About 3 days after the samples were
removed from the UHV environment VB(p) went back to approximately its original
midgap value while VB(n) remained unchanged, the final position being characteristic of
GaAs with native oxides.

It is important to note that if only n-type material had been investigated the
interpretation of the changes in VB(n) would have been ambiguous, e.g., was the decrease
due to the unpinning of the surface or pinning at a position closer to the conduction band.

HETEROJUNCTION BIPOLAR TRANSISTOR STRUCTURES

Photoreflectance has been used to characterize the built-in fields and associated
doping levels as well as alloy composition in GaAIAs/GaAs [20-22], InGaAs/InP [231,
InGaP/GaAs [24], InAlAs/InGaAs [251 and InGaAs/GaAs [26] heterojunction bipolar
transistor structures (HBTs). The PR characterization of GaAs/GaAIAs HBTs is of
particular significance since certain features in the spectra of samples before fabrication
have been correlated with actual device performance after fabrication. No other non-
destructive means of experimentally determining the electric fields in HBT structures is
currently available. Thus PR has been shown to be an effective contactless and non-
destructive means of screening wafers before they are made into actual devices. The work
of [20,21] was actually performed on wafer-sized samples.
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These HBT structures, fabricated by MBE or OMCVD, exhibited FKOs associated
with the built-in electric fields in the n-GaAs collector region and the wide gap Ga.
,1AIAs emitter portion. These measurements have made it possible to evaluate the built-in
fields as well as the Al composition. The values of these fields are in good agreement
with those deduced from computer generated models of the device structure. The most
significant aspect of these studies was the correlation of the fields from the GaAIAs FKOs
and the dc current gains in fabricated HBTs [20,21].

Photoreflectance at 300K also has been used to study an InP/ln1GalAs HBT
structure with a carbon-doped base grown by gas source MBE (GSMBE) [231. From the
FKOs associated with both the InGaAs and InP signals it was possible to determine F,
in the n-InGaAs collector (30 kV/cm) and n-InP emitter (100 kV/cm) regions. These field
values were compared with numerical simulations based upon the intended structure. The
PR data indicated a significantly lower donor concentration in both the collector and
emitter regions. These PR results were subsequently confirmed by (destructive)
capacitance-voltage (C-V) and secondary ion mass spectroscopy (SIMS) determinations
of the n -doping levels.

The HBT structure used in the experiment was fabricated on a (001) semi-
insulating InP:Fe substrate. The sample consisted of a n'(1 x 10'9 cm- 3) 4000A InGaAs
subcollector, a n-(2 x 1016 cm-3) 4000A InGaAs collector, a p+(5 x 1019 cm -3 nominal
concentration of carbon atoms) 600A InGaAs base, a n(5 x 10" cm -3 ) 800A InP emitter,
a n(2 x 10t' cm -3) 500A InP emitter and a n'(l x 10' cm-3) 300A InGaAs cap layer.
The n- and p-dopants were Si and C, respectively.

Displayed in Fig. 4 is the PR trace of the sample at 300K. The feature around
0.75 eV corresponds to the band gap of InGaAs while the structure around 1.35 eV is
related to the InP. Both features exhibit well pronounced FKOs. From a plot of
(4/37r)(E.- Eg) 3" as a function of index n it was possible to evaluate hO (and hence F&)
as well as E,. The obtained
values of the band gaps for the
InGaAs (0.737 eV) and InP 12
(1.35 eV) are indicated by PhotorefI1etaCe
arrows at the bottom of Fig. 7. a - 300K
This value of the gap for the IDGm. lapInGaAs is in good agreement .- 4

with that for InGaAs/InP and W (x4) (X20) (X20)
confirms the lattice-matchednature of the system. 

0
It was found that F, in

the InGaAs collector and InP -4 InGAs/IP HOr
emitter regions are (30±2)
kV/cm and (100±5) kV/cm, -1 0 t
respectively. The authors also 0.7 0.9 1.4 1.6

have performed a numerical Photon Energy (eV)
calculation of the potential
distribution for the HBT Fig. 4 Photoreflectance spectrum of an InGaAs/InP
structure with the doping profile HBT structure at 300K.
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shown in Fig. 4. This procedure yielded 63 kV/cm and 385 kV/cm for the peak fields
in the InGaAs collector and InP emitter sections, respectively. These values are
considerably larger than those deduced from the PR data, suggesting that donor
concentrations in the structure fell short of their target values. The calculation and data
can be brought into agreement by assuming n=4.5 x l0l cm3 and 3.5 x 1016 cm 3 in the
collector and emitter #1 sections, respectively, as indicated by the numbers in
parentheses.

In order to verify these results, C-V and SIMS measurements of the doping
profiles were performed. Both studies revealed Si-doping levels that were substantially
lower than indicated by the growth conditions and in better agreement with the PR
results. These differences were attributed to a defective heating filament in the Si source
which was confirmed by visual inspection through the GSMBE viewport after material
growth.

SUMMARY

This paper has reviewed the use of contactless EM methods, such as PR and CER,
as diagnistic tools for a number of semiconductor processing procedures including
characterization of (a) the electronic properties of compound semiconductor surfaces
exposed to different growth and post-growth conditions (b) the properties critical to
device performance. For example, using PR and CER it has been found that there is a
lower density of surface hole traps tUnan electron traps in certain as-grown MBE (001)
GaAs samples and that this condition persists even after air exposure. This behaviour is
in contrast to other samples, including both bulk and MBE grown (001) surfaces in which
the Fermi level is pinned mid-gap for both n- and p-type structures. We also have
observed that Ar+ bombardment under UHV conditions results in Fermi level pinning
close to the conduction band edge and that thermal annealing restores mid-gap pinning.
Finally, using PR we are able to evaluate the electric fields and associated doping levels
in the emitter and collector regions of heterojunction bipolar transistor structures
(fabricated from III-V materials), thus demonstrating the ability to perform in-process
evaluation of important device parameters.
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PHOTOREFCTANCE CHARACTERIZATION OF ETCH-INDUCED DAMAGE IN
DRY ETCHED GaAs
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ABSTRACT

Photoreflectance has been used to characterize the etch-induced damage in GaAs
processed in an Ar/C12 plasma generated by an electron-cyclotron resonance (ECR) source. We
show that the damage is localized to the surface and that it is most influenced by the RF power,
with little effect from the microwave power. The Fermi-level is observed to be unchanged in n-
GaAs and remains near midgap, while for p-GaAs, the Fermi level shifts from near the valence
band to midgap. Etch-induced anisite defects are proposed as a possible source of the damage.

INTRODUCTION

The decreased dimensions and increased complexity of semiconductor device structures
has produced a need for better control over materials growth and processing. While fine control
in epitaxial growth has existed for many years, etching of semiconductors can potentially cause
defect formation. For most applications, the epitaxial growth of materials involves layer by
layer processes, in which chemical reactions can occur between a substrate and a gas or
molecular beam. Because the energies of the gases or molecular beams are thermal, the growth
process produces pristine material. In dry etching, anisotropic material removal is almost always
desired. This is accomplished by the balance between the chemical component and the physical
sputtering component during etching. Typically chemical etching is istropic and thus limits the
lateral dimensions. Anisotropy is attained through the use of energetic and directional ions. A
side benefit that is often attained from the combination of a reactive gas with an ion beam is an
enhancement of etch rates beyond those of the chemical or sputtering processes. Because of this,
etching techniques such as reactive ion etching (RIE), chemically assisted ion beam etching
(CAIBE) and plasma etching with an electron cyclotron resonance (ECR) source have replaced
liquid etching in many areas of device fabrication.

Since most dry etching processes involve energetic ions, they produce an undesirable
side effect in the form of etch induced electronic damage. In semiconductors, damage levels as
low as I part in 106 can render a device inoperable. Because of this, it is desirable to use low
energy ions. In CAIBE and RIE, ion energies are typically well above 100 eV. Lowering ion
energies to reduce damage, however, also reduces the etch rate, which is undesirable. With an
ECR source ion energies below 50 eV are possible. In addition, ion fluxes and energies can be
controlled separately and it is possible to have high etch rates with low ion energies. Therefore,
an ECR source offers possibilities for control of etch damage without significant loss of
throughput.
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In this work, we have studied changes in the electronic properties of GaAs. induced by
etching with a C12/Ar plasma generated by an ECR source. The contactess optical spectroscopy
of photoreflectance (PR) was used as a probe of subsurface etch damage and of the Fermi-level
pinning position at the surfaces of etched GaAs. In order to accomplish this, we have used
specially grown MBE GaAs samples that were optimized for surface electric field studies.
These samples are undoped GaAs grown on n+- or p+-GaAs. This configuration forms a
capacitor with the undoped GaAs forming the dielectric while the doped substrate and the charge
in surface states form the capacitor plates. In this way, by knowing the layer thickness, we can
have a sensitive monitor of the surface potential. Our studies show that in unetched samples the
surface Fermi level pinning position for electrons is different from that of holes. This result is
expected from previous work. Etching is shown to dramatically change the Fermi-level position
for holes, from near the valence band to near mid-gap while for electrons little effect is
observed. These results suggest that defects are responsible for changes in the Fermi-level
pinning position. The most important parameter that influences damage is shown to be RF
power, while little effect is observed from changes in the microwave power. We also show that
little subsurface damage is observed in the photoreflectance measurements.

EXPERIMENTAL DETAILS

In order to probe the electrical properties of the etched surface, we used specifically
designed, undoped epitaxial GaAs layers that have constant built-in electric fields and low
lifetime broadeting for optical transitions. These conditions lead to many Franz-Keldysh
oscillations in the photoreflectance spectrum thereby allowing us to accurately determine the
built-in field.[l] Similar types of structures were recently employed by Yin et al.12,31 and
Glembocki et al.[4] for use in studies of GaAs surfaces and their modification by sputtering or
chemically assisted ion beam etching. These structures consist of a 1500 A thick undoped GaAs
layer grown on either an n+ or p+ buffer layer and henceforth will be referred to as UN or UP,
depending on the type of doping in the buffer layer. The sample configuration is similar to a
capacitor with the undoped region serving as the dielectric. For example, in the case of UN
samples, the Fermi-level pins at mid-gap at the surface, while in the heavily doped region the
Fermi level is in the conduction band. Such a configuration produces a constant electric field
(-50 kV/cm) in the undoped layer.

The photoreflectance apparatus used in this study is similar to those previously described
in the literature.[5] The probe light consisted of a monochromatic beam created by passing
white light from a 100 W quartz halogen lamp through a SPEX 1/4 m monochromator. The PR
pump beam was either a 0.25 mW green (5430 A) or I mW red (6328 A) HeNe laser
mechanically chopped at 400 Hz. The monochromatic, reflected light was detected with a Si
photodiode and analyzed by a lock-in amplifier. The pump laser power density was
approximately 50XIO-6 W/cm2 , while probe beam had a power density of IX10 -6 W/cm 2 . The
sample temperature was varied in the range of 77 K to 500 K through the use of a Janis liquid He
dewar and resistive heating as appropriate.

The samples used in this study were etched in a plasma generated by an ECR source on
top of a RF-powered electrode. The ECR source used is a multipolar plasma disk source
surrounded by twelve permanent magnets, and is driven at 2.45 GHz. The ECR cavity is tunable
with a sliding short and a microwave input probe. The ion energy can be independently controlled
by the 13.56 MHz RF power supply. The distance between the sample stage and the ECR source
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is adjustable between 7 and 27 cm. In this study, C12 gas was introduced into the etch chamber
through a gas ring situated I cm below the wafer stage, while Ar gas was introduced radially
through the base of the ECR source.

The samples to be etched were introduced into the etch chamber through a load-lock.
Before transferring the samples into the etch chamber, the load-lock was pumped to a base
pressure of 2XI0-3 Tort by a turbomolecular pump. The etch chamber is pumped by a 1500 I/s
turbomolecular pump backed by a roots blower package. Before etching was started, the
chamber was pumped to a base pressure of 5X10"6 Torr.

Two aspects of etching with an ECR source were probed in this study: the effects of ion
flux and ion energy. In studying the effects of ion flux on surface damage, the samples were
etched at different microwave powers, but with a fixed self-induced dc bias, lVdcl, of 100 V. A
CG2/Ar chemistry of 20% L2 at 0.5 mTorr and a 12 cm source to sample distance was used in
etching these samples. In order to maintain a constant lVdcl the RF power was increased from
31-47 W as the microwave power was increased from 0-500 W. In all cases, the etch depth was
kept constant at - 350 A. The effects of ion energy on surface damage were investigated by
changing the RF power. The sample to source distance was 15 cm and the C12/Ar mixture
contained 30% (2 at a pressure of 0.6 mTorr and a microwave power of 50 W. Increases in RF
power from 20-300 W resulted in increases in lVdcl from 77-484 V.

Both the UN and UP samples were etched simultaneously for each condition and all
sample sizes were approximately 1 cm2 . In order to ascertain the effects of etching on the
samples, PR spectra were taken before and after the etch on each of the samples. In the control
samples, we found variations in surface electric fields of less than 5% for both types of samples,
UN and UP.

THEORETICAL CONSIDERATIONS

Photoreflectance spectroscopy measures the built-in electric field in a semiconductor in
the following way: a constant applied electric field modifies the band edge of a semiconductor in
a manner predictable by Franz-Keldysh theory. For the case of Lorentzian broadening and
ignoring excitonic effects, the PR line shape is represented by Airy functions, which, for photon
energies greater than the band gap can be asymptotically written as:[61

A cos±(EE'l+& r(E-E)i]
R P 3 he) (ho)i

where C is a constant, Vp is the modulation (AC) voltage in the region of the electric field, E is
the photon energy, Eg is the energy gap, r is lifetime broadening and AO is the electro-optic
energy. In photoreflectance, the modulation voltage, VP is just the photovoltage induced by the
pump laser. The quantity, hO is related to the electric field, F, and the reduced interband
effective mass along the direction of the electric field, g.ll [=( lle - 1 + 11hy)-], through hO =
(e2F2 2/2gi11)

1/3 . It is important to note that Eq. (1) is valid only if E-Eg >> hO. It is clear that
Eq. (1) exhibits a periodic behavior and that the built-in electric field can be determined from the
period of the FKO's using the following relationship:
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where E, is the energy of the ai maxima.
Although Eq. (2) can be used to determine the field, care must be taken in

photoreflectance of UN/UP structures. Yin et al. [ 1,2] have shown that in these structures, the
photovoltage can be significant and give the following expression for the true barrier height,
including the photovoltaic effect:

= h AJ +1 +V, (3)
q [AJo(T) I

where VFT is the temperature dependent Fermi level, 11 is the quantum efficiency parameter,
J is the photocurrent density and J0 is the saturation current. In Eq. (3), A0 is the area
containing surface states, while ApC is the illuminated area. The term, Vd is a correction due to
band filling and depletion layer effects. In Eq. (3), JO(T) is the saturation current and is given
by:

Jo(T) = A *T 2 ( VF(T)) (4)

where for n-GaAs, A* = 8.0 A/cm2 K2 and B=3.3 X 10-4 K-3 /2 and for p-GaAs A* = 54.0
A/cm 2 K2 and B--4.9 X 10-5 K-3/2 .

RESULTS

Shown in Fig. I are four room temperature
photoreflectance spectra for an UN (la) and an UP
(lb) structure before and after etching with an ECR 4

source. The etch conditions consisted of a C12/Ar 2
plasma excited by a microwave power of 50 W and 2 o
an RF power of 300 W. This circumstance results in E -"'
the most energetic ions used in the study and thus - 5, *

should produce the most noticeable damage. 4,. - - R .'(I
In all of the spectra of Fig. I., the band gap of 2

GaAs occurs at 1.424 eV. Above the band edge there 0) UP
are a large number of Franz Keldysh oscillations f'
which are a direct result of the constant electric field ro
in the undoped layer. From the data in Fig. 1,
several things are apparent. First, we note that for "-
the unetched samples, the period of the FKO's for the - .. e *WOM

UN structure is greater than the period for the UP I - I - 1.7
sample, indicating that the surface field for the n- RIMOrA "V)
type material is larger than for the p-type. We
further note that etching produces spectra with larger Figure I. Photoeflectance sectra fo the control
periods, which indicates an increase in the surface (solid) and etched (dotted) (a) UN and (b) UP
field. This increase can be a result of two effects, the sucure. -nn undoped layer thickness is &
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reduced thickness of the undoped region and possibly an increase in the surface potential.
Interestingly, in the case of the etched samples, the periods of the UN and UP structures appear
to be very similar. We can see this better by using the energetic positions of the maxima in Fig.
I and fitting them to Eq. (2). Figure 2 shows a plot of the data and fits to Eq. (2) for the UN and
the UP samples. Since the slope of the lines in Fig. 2 is directly related to the surface electric
fields, we can easily see that the surface potential before etching was different for the UN and
UP samples, but after etching it is nearly the same.

In order to obtain a better value for eM
the surface pinning position, the a LIN T-300K

photovoltaic effects must be reduced. It is * in

clear from Eqs. (3) and (5) that the 1 - ° ugw=
photovoltaic contribution to the barrier IF On

height saturates at high temperatures and in , oe

previous work, it was demonstrated that Oa
the saturation usually occurs near 400
1I([,2] Under these conditions, Eq. (3) em

will yield the true Fermi level pinning
position. Shown in Fig. 3 are the Fermi 5 2 4 * a s 1214101620

positions for the UN and UP samples as a n

function of the self induced bias, Vdcl (RF
power). This data was taken with a sample Fgure 2. Fits lines) of the energetic positions of the FKO

temperature of 400 K, thereby reducing the mnimas (symbols) to Eq. (2). The slope of the straight line is

photovoltaic effecL The Fermi-level related to surface electric field.

positions of the unetched samples agree well with previously reported data for (100) GaAs. We
clearly see that the Fermi level position of the UN samples is hardly affected by changes in IVdcl
(ion energies), whereas the Fermi level position of the UP sample moves away from the valence
band and stabilizes near midgap. This behavior will be discussed later in terms of the nature of
the surface states in GaAs.

M. v poRF 
paww -31-47

-i 4. 1-
L 

0.4 UP a- - -- -a

0.2 -=O- tm 0.2 -0-- Um-4-, UP

0 100 aM 3 4W0 SM 0 10 2W 300 4W am

IVc I(V) t ,Cw poer (W)

Figure 3. The Fermi level pinning position as a Figure 4. The Fermi level pinning position as a
function of self-induced DC bias All energies are function of microwave power. All energies are
relative to the top of the valence band (vb). relative to the top of the valence band (vb).

The data for variations in the Fermi level pinning position as a function of ion flux
(microwave power) is shown in Fig. 4. In this case, the samples were etched with a fixed IVdcl
of 100 V. At this voltage, little surface damage was expected. Increasing the microwave power
produces no change in UN pinning position, and a very weak if any motion of the UP pinning
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position toward midgap. Clearly for low IVdcl, the Fermi-level pinning is virtually independent
of the ion flux. Because we have not performed the same experiment at other IVdcl, it is not
possible for us to generalize this result to high RF powers.

DISCUSSION

The results of our work have both fundamental and technological implications. From a
fundamental point of view, the shift of the Fermi level positions during etching of GaAs in a
Ar/Cl2 plasma generated by an ECR source reflects directly on tie nature of the etched surface.
The important result that we have obtained is the fact that because of the etch, the Fermi-level of
the UP samples shifts toward midgap, while the Fermi level of the UN materials does not shift.
This eliminates certain models for the nature of the GaAs/oxide interface as modified by etching.
Because Cl2 is used in the gas mixture, one might speculate that it is the cause of the shift of the
Fermi-level. Studies of the adsorption of Cl2 on (110) GaAs surfaces show that due to the
electronegativity of Cl2 , the Fermi level of n-GaAs is expected to shift to within 0.1-0.2 eV of
the valence band.[7] Higher Cl2 coverage pinned both types at 0.55 eV above the valence
band.[7] Our results show no shift at all in n-GaAs and only shifts in the UP structures, but
toward midgap. This clearly is inconsistent with any Cl2 induced interface states at the
GaAs/oxide interface. On the other hand, the adsorption of oxygen on (110) GaAs leads to
different pinning positions in n-GaAs and p-GaAs.[8] These Fermi level positions, however, are
very similar to those of the unetched surfaces.

Based on the discussion above, we believe that the etch induced surface states are not
related to the presence of chemical species, such as oxygen or chlorine on the surfaces of the
etched materials. Another possibility is in advanced unified defect moael of Spicer et al.[9]
They propose that antisite defects such as ASGa and GaAs will results in double donor or double
acceptor type surface states. The GaAs defect states lie close to the valence band and would tend
to pin p-GaAs, while the ASGa defect states are near midgap and would heavily pin n-GaAs.
Spicer et al. argue that changes in the As/Ga ratio at the surface would shift the Fermi level
toward the conduction band minimum if the ratio increased and toward the valence band
maximum if it decreased. A recent PR study of P2 S5 passivation of (100) GaAs, found that the
Fermi level in the UP materials shifted toward the valence band.[10] Surface studies showed
that the passivation produced a monolayer thick Ga rich oxide.

Based on the previous discussion, we suggest that etching with an ECR source produces
an As rich surface and that because of this, the Fermi level shifts toward midgap in the UP
structures. Since in the UN materials, the Fermi level is already pinned at midgap (at the AsGa
defect state) further reductions in the GaAs sites would have little effect. Preliminary Auger
electron spectroscopy of the oxides on the control and etched samples indicates, qualitatively an
increase in the As/Ga ratio in the etched samples. This is consistent with the motion of the
Fermi-level toward mid-gap. Interestingly, because P2 S5 passivation has the opposite effect, it
may be possible to use this procedure to reduce the etch damage.

Finally, it is important to note that the work of Pollak et al. [ Il1 on untreated (100) GaAs
surfaces aY o shows the existence of two surface states, in agreement with our work. The Fermi-
level positions obtained by Pollak et al. were similar to those reported here. This clearly
demonstrates that the electronic properties of the (100) GaAs surface can be understood in terms
of the chemical nature of the GaAs/oxide interface and can be related to well known results
obtainLd under ultra-high vacuum coh.ditions.
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SUMMARY

In summary, we have used photoreflectance spectroscopy to characterize the etch damage

in GaAs etched with an ECR source. We found that the damage was mainly localized to the
surface and that the etch had little effect on the Fermi level in n-GaAs, but caused a significant
shift of the p-GaAs Fermi-level toward midgap. It is suggested that the damage is caused by
defects at the GaAs surface. It was also determined that RF power most influences the surface
damage, with little noticeable effects from the microwave power.

ACKNOWLEDGMENTS
We are grateful to Dr. R Kaplan for performing AUGER analysis.

REFERENCES

1. C. Van Hoof, K. Deneffe, J. De Boeck, D.J. Amet and G Borghs, Appl. Phys.
Lett. 54,608 (1989).

2. X. Yin, H.M. Chen, F.H. Pollak, Y. Cao, P.A. Montano, P.D. Kirchner, G.D. Pettit and
J.M. Woodall, J. Vac. Sci. Technol. B9, 2114(1991)

3. X. Yin, H.M. Chen, F.H. Pollak, Y. Cao, P.A. Montano, P.D. Kirchner, G.D. Pettit and
J.M. Woodall, J. Vac. Sci. Technol. BIO, 131(1991)

4. O.J. Glembocki, J.A. Dagata, E.E. Dobisz and D.S. Katzer, Proc. Mat. Res. Soc. 236,
217 (1992).

5. O.J. Glembocki, Proc. Soc. Photo-Optical Instrumentation Engineers, 1286, 1(1990) and
references therein.

6. D.E. Aspnes, Phys. Rev. 153,972(1967) and R.N. Bhattacharya, H. Shen, P.
Parayanthal, F.H. Pollak, T. Coutts and H. Aharoni, Phys. Rev B37, 4044(1988).

7. D. Troost, L. Koenders, L.-Y. Fan and W. Monch, J. Vac. Sci. Technol. B5, 1119(1987)
8. K. Stiles, D. Mao and A. Kahn, J. Vac. Sci. Technol. B6, 1170(1988)
9. W.E. Spicer, N. Newman, C.J. Spindt, Z. Liliental-Webber and E.R. Weber, J. Vac. Sci.

Technol. B8, 2084(1990)
10. O.J. Glembocki, J.A. Dagata, A. Giordana, D.S. Katzer and C.E. Stutz, presented at the

1992 meeting of the American Vacuum Society, Chicago, IL, December, 1992; O.J.
Glembocki, L.A. Dagata, E.A. Dobisz and D.S. Katzer, Proc. Mat. Res. Soc. 236
217(1992).

11. F.H. Pollak, J. Vac. Sci. Technol., BII, 1710(1993).

159



IN-SiTU DIAGNOSTICS OF PLASMA-INDUCED DAMAGE ON GaAs
BY PHOTOREFLECTANCE SPEC TROSCOPY
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,ISTRACT

Photoreflectance spectroscopy (PR) is used to make in-situ diagnostics of sub-
surface damage behavior during Ar-plasma etching of n-type GaAs.-The in-situ PR
diagnostics first unveil anomalous damage behavior at an early stage of plasma etch-
ing: Franz-Kerdysh oscillation shows an abrupt decrease in the surface electric-field
strength from 130 to 30 kV/cm within 10 sec. This indicates that acceptor-like defects
with a concentration of more than 1 x 1017 cm4 are created at the very beginning of the
plasma etching. The AR/R abruptly decreased to 4% in intensity upon within 5 sec. of
plasma etching and subsequently recovered. This indicates that recombination centers
are quickly introduced, then further plasma etching gradually removes such centers,
possibly by etching the damaged layer. Photoluminescence (PL) intensity decreases to
72% but does not show any recovery, indicating that PL is dominated by recombination
centers in a deeper region. Thus, in-situ PR diagnostics is the first method to provide
detailed findings on new damage behavior during Ar-lasma etching.

Introduction

Plasma processing is an indispensable technology for making semiconductor
devices. However, a problem associated with plasma processing is that plasma irradia-
tion creates point defects in sub-surface of semiconductors, which can induce deep
levels in the energy bandgap. The defects are refered to as *damage". Such damage
degrades the material properties. Plasma damage has been extensively studied,
however, many of the studies did not pay serious attention to the diagnostic system re-
quirements stated in the next section. Quite recently, pioneering work has been done
on surface physics and in-situ diagnostics of surface-potential change caused by Ar
sputtering have been makd using photoreflectance spectroscopy (PR)."

In the present paper, we report the results of setting up a reactive ion-etching
system equipped with PR to make in-situ diagnostics of plasma-induced surface and
sub-surface damage in GaAs. In-situ diagnostics revealed the kinetics of introducing
plasma-induced damage such as recombination centers as well as compensation
centers.

RequIrements for plasma-induced damage diagnostics
We have set up an in-situ diagnostics system for plasma-etching damage,

equipped with PR as shown in Fig.1. 2 ' Before we describe detailed experimental re-
sults, we will discuss the requirements that a damage diagnostics system should fulfill.
There are three minimum requirements:
1) In-situ

Damage is easily transformed if surface is exposed to the air, since plasma-
etched surfaces are highly activated. Surface metallization also generates damage
which is not specifically understood. Therefore, damage diagnostics should be per-
formed in-situ and without making physical contact with the sample.
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2) Non-invasive
Damage can be reduced by minority-carrier injection in terms of recombination-

enhanced defect reaction. So, the probing power used for damage diagnostics should
be low enough to avoid influencing damage.
3) Surface-sensitive

Plasma-induced damage is often located in the sub-surface region. Characteri-
zation methods should be surface sensitive.

The first requirement can be met by using optical probes. Since plasma process-
ing is usually performed at a pressure close to atmospheric pressure, an electron beam
cannot be used as a probe. The second requirements means that Raman spectroscopy
becomes less appropriate if highly intense laser is used. As shown in Fig. 2, high-
power-laser irradiation can remove plasma-induced damage. We have also reported
that even damage-induced by ion-implantation can be reduced by using high-power-
laser irradiation.4' The third requirements means that photoluminescence spectroscopy
(PL) is less appropriate because the presence of surface depletion layers in semicon-
ductors makes it difficult to evaluate damage by PL, as we will show. Therefore, we
concluded that PR is, at present, the best method for in-situ, non-invasive, surface-
sensitive diagnostics.

Expement

A schematic representation of our in-situ system for diagnosing plasma-etching
damage is shown in Fig. 1. PR measurements were performed as follows: The pump
beam was suplied by chopping an Ar*-ion laser(514.5 nm) with a power density of the
order of 1 mW/cm2 . A Gcas:Si wafer (n = 2x1 01 cm-3 ) was placed in a plasma etching
chamber. Thus, in-situ observation of damage-introduction kinetics caused by plasma
irradiation could be done without exposure to air or metallization of the sample surfaces.

Plasma irradiation was performed in a parallel-plate reactor operating at 13.56
MHz at a pressure of 10 Pa at 50 W, which corresponds to a self-bias voltage of 200 V.
Irradiation time was 5, 10, 30, 60 or 120 sec. The etching rate was around 1 nm/min.
Prior to plasma irradiation, the sample surface was etched off by 1 -1m-thick wet etching
to eliminate any existing residual damage on the surface.

Ar ion laser

aamp

plasma reactor

Figure 1 Schematic representation of an in-situ PR-based diagnostics system for

plasma-induced damage.
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In-situ damage diagnostics were performed as follows: The PR measurement
wa performed before plasma irradiation, then plasma was Irradiated for a given time
without optical illumination. After plasma irradiation, the sample was left for 30 min. to
cool to room temperature since the sample temperature rose during plasma Irradiation.
Then we performed the PR measurements. Preliminary study was done using this
system for in-situ real-time diagnostics during plasma irradiation. This will be reported
in a forthcoming paper.
Rsults

QbA= in PRp dum " IQ p6lMa i[adiatin

Figure 3 shows typical PR spectra before and after Ar plasma ir.,o'ation for 1
min. Two interesting changes can be seed. After plasma irradiation, the spacingof
Franz-Kerdysh Oscillations (FKOs) became more narrow and the intensity of ARIR
weakened. We found that the former is due to the creation of compensation centers
and the latter to the creation of recombination centers, both caused by plasma process-
ing. These are discussed in the following section.

Laser:300W/cm 2  
IE0

" 0.8 (x 1/7)

2 Irradiation time
0.6 f Ol

-0.4
0 2k

C-0.2 1ma
O.i

0 ... ' .... . . I

0 5 10 15 750 800 850 900 950
Laser irradiation time (min.) Wavelength (nm)

Figure 2 Reduction of plasma damage Figure 3 Franz-Kerdysh Oscillation

by high-intensity laser irradiation. before and after plasma irradiation

onaaUen cents eatin
Figure 4 shows the irradiation time dependence of the surface electric-field

strength. Here, the electric-field strength Fwas calculated using the expression derived
by Aspnes and Studna.5) The initial electric-field strength of 130 kV/cm rapidly de-
creased to 30 kV/cm within 10 sec. then gradually decreased to 20 kV/cm. The surface
electric-field is expressed by

F= (2 Vsq (ND- NA) /s/, (1)

where V is the surface potential, £ is the dielectric constant, q is the elemental
charge, ard ND and NA are the donor 'nd acceptor impurity concentrations, respective-
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S he present case, NA is the plasma-induced compensation-center concentration.
sed onEq. (1), N-N was calculated and plotted in Fi. 4. Here. achange in V did

not significantly affict 1J -N 2) Figure 4 shows that about 1017 cm-3 compensltion
centers were created witln 10 sec. Charge compensation was evaluated by using the
capacitance-voltage characteristics of Au Schottky diodes fabricated on the plasma-
irradiated sample surfaces. These results are also shown in Fg. 4. This shows that PR
is even more surface-sensitive than evaluation using Schottky-diode characteristics.
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0~~~~~~~ b 0 2  ,.....
100 - 1PR
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0 ' ' '10-21 . . . . . . . . . . .
0 10 20 3040 5060 0 20 40 6080100 120
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Figure 4 Reduction in surface electric Figure 5 R~eduction in ARMR intensity
field-strength by plasma irradiation. by plasma irradiation.
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(b)S4

S2
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Recmirwion center creaon

Figure 5 shows the AR/R intensity dependence on irradiation time. The intensity
was measured by taking the peak intensity of Eo transition. The AR/R intensity abruptly
falls to 4 % during first5 sec. then gradually recovered. The PL intensity decreased to
72 % and no recovery was observed. This indicates that PR is much more sensitive
than PL. This is because PR only measures the region with a high electric field located
close to the sample surface whereas PL measures luminescence from the flat band
region located deep in the bulk. However, it is not clear what is characterized by ,iR/Rintensity.The AR/R intensity should be proportional to the potential difference A V between

the Fermi level and the quasi-Fermi level because of excess carriers in the sub-surface
layer excited by modulated pump laser in sub-surface layer. Since steady-state excess-
carrier concentration is expressed by the product of the carrier-generation rate G and
the recombination lifetime , AV is preliminarily shown by

A V = k9T / q ln (A (1 + Gr)} (2)

G =B Ppm (3)
V'i =i I + o,(4)

where k. is the Boltzmann constant, T is temperature, P is the pumping-laser
power, and A and B are constants. Here, the efects of the r&e beam and reduction
of photo-excited carriers by drift and diffusion are implicitly included in A and B. The
expression shown above should hold in the low-field regime of a fully depleted space-
charge region. Figure 6 shows the AR/R-intensity dependence on the pumping power,
based on Eqs. (2) and (3).

The experimental data are also shown in Fig.6. These data were obtained (a)
after 10 sec. of plasma irradiation and (b) without irradiation are well explained by Eqs.
(2) and (3). It is clear that plasma irradiation reduced recombination lifetime by three
orders of magnitude. The detailed analysis will be reported elsewhere.

Discusion

In-situ PR diagnostics ire "ective for investigating plasma-induced damage.
Based on the new phenomera observed, the nature and behavior of damage are de-
scribed as follows.

Nature of damag
Recombination centers were abruptly created within 5 sec. of plasma irradiation

then gradually decrease in number with continued plasma irradiation. In contrast,
compensation centers were created after 10 sec. and accumulated to make the sample
semi-insulating with continued irradiation, as shown in Fig. 5. These kinetic differences
suggest that recombination centers are different from compensation centers. This is
also supported by our previous experiment: we studied the annealing kinetics of
compensation centers and found that the diffusivity was high even at room
temperature.5 ) In contrast, recombiriation centers were not fast diffusers.

Bhavior Qf damao
Recombination centers and compensation centers were both rapidly created

within 10 sec. of plasma irradiation. This rapid-creation mechanism is not understood
well, but the creation is probably related to the initial etching stage. For example, there
will normally be a thin native oxide layer on the sample surface, even if the surface is
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treated with HCI to remove the layer. This may Induce electrical breakldown at the very
beginning of plasma irradiation. However, to fully understand what Is happenipn during
such phenomena, we should clarify what is the most fundamental cause of Gamage
Introduction. Since plasma consists of photons as well as ions, electrons and radicals.
this circumstances are complicated. The first quesion is what is responsle for creating
damage. For example, plasma luminescence intensity instantaneously increases after
plasma generation. Such transience peculiar to plasma generation may influence the
anomalous creation of both centers.

Second, what causes the decrease of recombination centers? Temperature
elevation and removal of the sub-surface during plasma irradiation might be the motive
forces. As mentioned above, compensation centers created by plasma irradiation are
mobile even at room temperature but recombination centers are not. Thus, temperature
elevation should enhance in-duffusion of compensation centers to the bulk, while
recombination centers still stay in the very sub-surface layer. It is recently clarified that
plasma luminescence enhances in-diffusion of compensation centers as welI6). Thus,
etching off the sub-surface layer can reduce the number of recombination centers
created by plasma irradiation but compensation centers diffuse in and accumulate. This
is one explanation for the observed anomaly. Further studies are definitely needed.
However, it is clear that the physics and chemistry of damaqe in semiconductors are
among the most important areas of materials science and engineering. In-situ diagnos-
tics will be a key issue.

Summary

Photoreflectahce spectroscopy (PR) was successfully used to make in-situ
diagnostics of sub-surface damage behaviors during Ar-plasma etching of n-type GaAs.
The in-situ PR diagnostics revealed the following anomalous damage behavior during
an early stage of plasma etching: an abrupt decrease in the surface electric-field
strength and an abrupt decrease then gradual recovery in AR/R intensity. The decrease
in electric field strength indicates that acceptor-like defects with a concentration of more
than 1 x 1017 cm-3 are created at the very beginning of the plasma etching. The ch
ange in AR/R intensity shows recombination center creation. The AR/R intensity is
expressed by using recombination lifetime, which qualitatively reproduces such an
abrupt decrease. TIhe recovery oi the intensity suggests that recombination centers arerdulyremoved, possibly due to temperature elevation or due to etching of the
damaged layer. It is also shown that photoluminescence PL is not as surface-sensitive

as PR, presumably because the PL process is dominated by recombination in a deeper
region where damage is not severe. In-situ-PR diagnostics is the first method to pro-
vie detailed findings on new damage behavior during Ar-plasma etching.
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ABSTRACT

Reactive ion etching (RIE) of p-type 2-3 icm resistivity silicon (100) was characterised using
Photoreflectance (PR), Rutherford Backscattering Spectrometry (RBS) and Spectroscopic
Ellipsometry (SE). Isochronal (5 minutes) etching was performed at various DC etch biases (0-
50OV) using a SiCI4 etch chemistry. The substrate etch rate dependence on applied bias was
determined using mechanical profilometry. A distinct shift in the A 3-A Si transition and
significant spectral broadening of the room temperature PR spectra was observed as a function of
etch bias. Photoreflectance results are correlated with RBS, SE and etch rate analysis. It is
demonstrated that the PR spectra reflect a complex, competitive, plasma-surface interaction
during the RIE process.

I. INTRODUCTION

Reactive ion etching (RIE) techniques will be applied extensively in fabrication of deep
submicron Si CMOS technologies in order to achieve the highly anisotropic etch profiles
required. However, due to the fine geometry processes, increasingly precise control of etch
selectivity, etch rate and minimisation of etch induced lattice damage will be necessary.

Recently, several laser based characterisation techniques have been proposed for process control
monitoring of dry etch induced damage. These include photothermal radiometry [1], modulated
optical reflectance [2] and photoreflectance [3,4]. The photoreflectance probe in particular
appears to be a potentially powerful diagnostic tool due to its sensitivity to interband transitions.
However, very little work has been performed to-date on PR characterisation of dry etch induced
damage in silicon [3] and in particular on correlation of PR with conventional analysis
techniques. This is essential in order to gain acceptance of the technique within a microelectronic
processing environment. In this paper, PR is applied to the characterisation of SiC14 RIE of
silicon with PR experimental data correlated to Rutherford Backscattering Spectrometry (RBS)
and Spectroscopic Ellipsometry (SE) analysis.

2. EXPERIMENTAL

Single crystal CZ p-type (B doped) Si (100) wafers of resistivity 2-3 flcm were employed in this
study. Isochronal (5min) reactive ion etching (RIE) was performed in an Oxford Instruments
Plasmatech RIE-80S parallel plate diode chamber at DC etch biases in the range 0-500V using a
SiCI4 etch chemistry. The partial pressure of SiCI4 was 7mTorr. The RIE etch rate was
determined using a Tencor mechanical profilometer.

A schematic of the experimental PR arrangement is detailed in Figure 1. The light source was a
150W Xenon lamp. A double scanning monochromator arrangement was employed to probe the
photon energy range from 3.0 to 3.7eV at 7meV resolution. The incident probe beam spot size
was 2xlmm at 450 angle of incidence. The modulation source was a 700Hz mechanically
chopped, 80mW Ar. ion laser with a 2mm 2 spot size. A UV enhanced Si photodiode was used to
record the reflected light intensity. All measurements were performed at room temperature (RT).
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Figure 1. Schematic of the PR experimental arrangement.

The crystalline quality of the near surface Si substrate after RIE processing was quantified using
channeling RBS. Ile beam spot size was 1mm in diameter. Measurements were performed
using a 1.5 MeV 'He beam at a scattering angle of 160'

Ellipsometry was performed over the energy range from 2.0eV to 4.5eV at 0.02eV intervals
using a phase modulated SE at an angle of incidence of 700. The lateral resolution was
approximately 5x2mm.
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Figure 2. Photoreflectance spectra of the SiCL4 etched Si substrates for the different
isochronal etch biases (0-500V).
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3. RESULTS AND DISCUSSION

The experimental PR spectra from the series of RIE etched Si substrates and the reference

substrate are presented in Figure 2. The Si (E1 ) A3-Al transition [51 is clearly evident in each
spectrum in the region of 3.3eV to 3.4eV.
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0 Re( Si Exp

-1.5 X 300cVExp

-2.0)

3 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8
Photon Energy (eV)

Figure 3. Experimental and best fit (-) calculated PR spectra for some of the SiC 4 etched
samples.

As the PR lineshapes were found to be independent of the pump source intensity, the spectra
were fitted using an Aspnes third-derivative-functional-form (TDFF) low field approximation of
the dielectric function, corresponding to a two dimensional critical point [6]. Figure 3 presents
typical experimental and best fit (-) calculated PR spectra for the RIE samples. The results are
tabulated in Table I. Three distinct observations can be made; firstly that an apparent shift in the
PR Si El transition is observed as a function of applied RIE bias, secondly that for all etched
samples a significant increase in the phenomenlogical broadening (F) parameter is observed over
that of the unetched reference and thirdly that the 200V bias sample has the same El transition
peak position as the reference wafer.

Table I. Extracted PR line shape parameters obtained from a TDFF
best fit to the experimental PR spectra

Sample El Transition Broadening (r) Phase (0) Strain (c)
(eV) (meV) (degree) (%)

Si reference 3.396 (±0.004) 70 105
SiC14 150V 3.415 (±0.004) 165 35 -0.1371
SiCI4 200V 3.396 (±0.004) 145 290 -
SiC!, 300V 3.393 (±0.004) 140 295 0.0217
SiCI4 400V 3.360 (±0.004) 170 280 0.2589
SiC4 500V 3.355 (±0.004) 130 357 0.2958
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Figure 4. Etch rate and Si displaced atm density (normalised with respect to the unetched
reference) plotted as a function of increasing sample etch bias (0-500V).

The SiCl4 chemistry RIE etch rate as a function of applied voltage bias was determined
experimentally using mechanical profilometry on patterned substrates. This relationship is
presented graphically in Figure 4. It is observed that no pronounced material removal occurs
below MOV.
Figure 5 presents typical RBS channelling spectra for he RIE etched samples. The surface
damage layer was characterised by integrating the silicon surface yield and also integrating the
chlorine surface peaks (not shown in the energy window of Figure 5) as a function of etch bias.
Table II summaries the RIE induced displaced Si atom areal density (relative to the reference
sample) along with the CI atom density.

oo- SOOV

400V300V

Counts * t l :Si Ret.

0
160 230Channel Number

Figure 5. RBS channeling spectra for the ref, 300V, 400V and 500V SiCI4 RIE samples.
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The RBS data in Table II shows a distinct increase in total RIE induced lattice damage as a
function of increasing applied bias voltage. In addition it is noted that the 200eV sample has no
detectable RIE induced crystalline disorder compared to the unetched reference. Both
observations are consistent with the PR spectra and extracted lineshape parameters detailed in
Table I. The increase in Cl incorporated in the surface damaged region above 200eV is in
agreement with the etch rate studies performed and consistent with the increasing volatility of the
chlorine as the etch energy and thus etch temperature increases 171.

Table II. RIE induced lattice disorder as determined using RBS

Sample Displaced Si atom density Cl atom density
(lO 5 /cm

2 ) (10
131cm 2)

Si reference
SiCI4 150V 8 (±I) 12.0 (±5)
SiCI4 200V 1 (±1) 18.0 (±5)
SiCI4 300V 5 (±l) 21.0 (±5)
SiCI4 400V 7 (±l) 33.0 (±5)
SiCL 500V 12 (±) 45.0 (±5)

The increase in the broadening parameter for the etched substrates is in agreement with etch
induced carrier scattering mechanisms [3]. The relative independence of this parameter with etch
bias is consistent with the emergence of the chemical component of the etch above 150V, as
detailed in Table 11, which is insensitive to the ion extraction voltage [7].

As no splitting is observed in the RT PR silicon El transition (assuming band splitting to be

unresolved with an energy separation below 17/2) the PR spectra were fitted using a singil
oscillator model. One hypothesis therefore proposed to account for the red shift detailed in the
transition energy data in Table I, for the etched samples above 200V is the presence of a
hydrostatically strained near surface silicon region which is assumed to originate from the
hydrostatic component of a two-dimensional tensile strain e. in the plane perpendicular to the
<100> direction [3]. The origin of this tensile stress is perhaps due to the creation of vacancies
during the etch as the red shift scales with damage layer thickness as determined from RBS
analysis. Using an appropriate expression for hydrostatic strain [5], the strain (c) was calculated
for each etch bias and is presented in Table I.

The significant change in the PR spectral lineshape as illustrated by the PR phase factor 0, for
etches above 150V, is however indicative of a change in the fundamental mechanism of the
generation source for the PR feature [8]. An alternative physical explanation of the apparent red
shift for these samples may therefore be the existence of a RIE induced shallow trap at the Si
surface. Despite the increasing presence of chlorine in the etched substrates, as the etch bias is
driven above 200V, it is unlikely that the chlorine contributes to the trap states since it remains
electrically and optically inactive [9]. It is more likely that the etch induced trap states are
correlated with the density of displaced silicon atoms, which is similarly dependent upon the etch
bias [91.

The apparent blue shift (19meV) in the E, transition peak for the 150V etch PR spectrum is
indicative of a compressively strained Si surface layer [10]. This is consistent with injection of
impurities into the Si lattice and reflects a pre-steady-state etch situation where the injection of
defects and their subsequent removal are not balanced. This is supported by the mechanical
prof'lometry etch rate measurements shown in Figure 4, which show that less than 50A of Si
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material is removed. Above this applied bias it is proposed that etching of the substrate will
remove the majority of such impianed unpurities.
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Figure 6. The imaginary part of the pseudo-dielectric function for each isochronal etch bias.

Figure 6 details the imaginary part of the experimentally determined pseudo-dielectric function
for the RIE series of samples. Both the El and E2 Si peaks are observable at approximately
3.4eV and 4.2eV respectively. Two trends are evident in the SE spectra; the red shift in the El
peak and the reduction in the E2 peak intensity, both as a function of increasing etch bias. This is
indicative of increased lattice disorder [11] and the data have been fitted using a simple two layer
optical damage model as illustrated in Figure 7. The results clearly show an increase in the
surface damage layer thickness, modelled as an amorphous silicon layer (ct-Si), with etch bias
above 300V. The extracted displaced silicon atom density from the SE spectra, obtained from the
layer thicknesses and assuming both a SiO2 density of 6x10 22/cm 3 and a Si density of
5x10 22/CM3 are in good agreement with the RBS data presented in Table II.

Oxke Sampe Damage yae thikns Oxide tikness Dispiaced Si at.

Dag Layer (a-Si) (A) (A) density (10'3 /€i)

Si Ref. 0 16.21 0

Si subsbit SeCt. 150 0 48.54 6.5
SiCU 200 0 29.06 2.6

J SiCk 300 2.96 30.53 4.4
SiCI,.400 8.20 31.29 7.1

Model SiCt.500 14.40 34.78 10.1

Figure 7. Spectroscopic ellipsoraetry model employed for the determination of the displaced
Si atom density from the extracted damage layer and oxide layer thicknesses for
each of the isochronal RIE samples (0-500eV).
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4. CONCLUSIONS

A series of isochronal SiCI4 RIE etched Si(100) substrates have been characterised using PR,
RBS and SE, with the substrate etch rate dependence on applied bias determined by mechanical
profilometry. Both SE and RBS channeling analysis detail increasing lattice disorder as a
function of increasing applied etch bias.

The PR spectra reflect a complex, competitive, plasma-surface interaction RIE process. Above
200V, the etch rate is such that the predominant mechanism is removal of material. The red shift
observed in the PR spectra is consistent with the generation of a near surface (100A) tensile
stress perhaps arising from the creation of vacancies during this etch process or with the
generation of etch induced shallow trap states. Below 200V, other competitive plasma effects
dominate, in particu'< r the injection of impurities into the silicon lattice. This is reflected in the
observed blue shift i .the 150V PR spectrum.

Further work is in progress to verify the above hypothesis using both channeling RBS and low
temperature photoluminescence studies.
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LAYERED SEMICONDUCTOR PHOTOREFLECTANCE DIAGNOSTICS
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Vadkovski per3a, 101472, Moscow, Russia

ABSTRACT

We have investigated IR reflectance spectra of semiconductor structures
consisting of up to 5 epitaxial GaAs/GaAIAs layers on GaAs wafer, diffused and
implanted profiles in Si wafers to find the semiconductor structures parameters.

INTRODUCTION

Nondestructive characterization of semiconductor multilayer structures is an
important step in the fabrication of semiconductor devices. Infrared (IR)
reflectance spectrum of semiconductor surface contain information specific for each
semiconductor lattice. IR reflectance spectrum also depends on the free charge
carriers concentration and their mobility. IR reflectance spectrum of multilayer
semiconductor structure have rather complex form due to the interference
depending on the thickness of the layers. So one can extract the values of the
semiconductor structure parameters from the IR reflectance spectrum.

Such a procedure is well known for a bulk semiconductor and was also
applied for GaAs wafer with one 1 and two 2 epitaxial layers. Bulk semiconductor
free charge carriers concentration can be easily found from the IR reflectance
spectrum minimum wavenumber. The definition of multilayer semiconductor
structure parameters needs more complicated computer simulation techniques.

In this work IR reflectance spectra of GaAs/AIGaAs structures consisting of
up to 5 epitaxial layers on GaAs wafer, inhomogeneously doped Si wafers have
been measured. Model spectra have been constructed and compared with measured
ones. The fitting procedure gives the layer thickness, the free charge carriers
concentration and the mole fraction of AlAs in AIGaAs in each epitaxial layer,
free charge carriers concentration distribution in diffused and implanted Si wafers.

EXPERIMENTAL

Bruker IFS-113V Fourier transform spectrometer is used for IR reflectance
spectra measurements in 50-5000 cm-2 wavenumber band. Spectral resolution is 2
cm -1. IR beam diameter is 5 mm, incidence angle equals 5 degrees, IR beam
divergence is about 2 degrees. Evaporated gold mirror is used for reference bean)
calibration. The IR spectra measurement accuracy is about 1%.

SPECTRUM SIMULATION

We simulate IR reflectance spectrum for any layered structure using Abeles
matrix method 3.

The dielectric permittivity of a semiconductor c is a sum of the lattice EL
and the free charge carriers cc fractions. For silicon the lattice dielectric
permittivity may be set equal to its static value 11.7, while in the polar crystal
AIXGaI.XAS it is a function of a mole fraction x and exhibits strong frequency
dispersion. It is calculated in two oscillator model 4-:
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vL(v2 +iv r vr- v 2 +ivr2 (1)

were v is a wavenumber, eI=1O.89-2.73x, vL, =292-53x +0.15x2 cm-', v' =268-5.2x-0.J9x 2
i car', A2=359+71x027X2 cm -1, ViM=359+4.4X.02X 2 cm , F=00aVn, r2=0.06vr . We

also add imaginary part Of eL corresponding to the multiple optical phonon

absorption in GaAS wafer at wavenumbers 450 and 520 cm-1, which was
determined experimentally.

The free charge carriers fraction of the dielectric permittivity is supposed to
be a function of a wavenumber, carriers concentration, effective mass and carriers
collision frequency according to the Drude model4:

Nt2

ec(v) = _

3.14m*.v(v+i-vc) (2)
r

N being free charge carriers concentration, e - electron charge, m' - effective
charge carriers mass, vc - charge carriers collision frequency. We use effective
mass values in.' = 027m0, Mh = 036mo for electrons and holes in Si 4 and in, =
(0.07+0.08x~mo, mh" = (0.4+0.6x)imo for electrons and holes in AIGaAs composition
5

Charge carrier collision frequency vc depends on the wavenumber and
carriers concentration. We use for vc the empirical formula (compare with 1,4):

v(v) = f(v>MAX(1 , 0.57-10.SQRT(N)) (3)

with the function f(v), different for electrons and holes, found experimentally from
the IR absorption spectra of the material. The influence of t(v) on the final
results is small, so one can -,se very rough model for f(v).
We have neglected the dependence of optical effective mass on carriers
concentration and the light holes dielectric permittivity fraction in AIGaAs.

FITING PROCEDURE

The layer thickness d, mole fraction x of AlAs in GaAAs and charge
carrier concentration N are used as fitting parameters. Starting from some (rather
intuitive) set of parameters d, N, x for each semiconductor layer we calculate the
complex dielectric permittivity of each layer and the reflectance spectrum of
multilayer structure.

Then we compare the measured and simulated IR reflectance spectra and
iterate for the best agreement between them. Minimum root mean squares (RMS)
d.ifference between simulated and measured spectra is chosen as a criteria. The
minimisation is performed by the combination of Newton method for each
parameter and gradient dissent method.

The starting set of parameters is strongly effect the computation time. It is
determined from the characteristics features of a spectrum. The number of
spectrum points extends from 20 to 200. The number of layers is restricted by a
dramatic increase of the computation time.

The above program is realized on IFS-113V spectrometer computer using
FORTRAN, so the simulated spectra can then be processed by any spectrometer
peripheral. The fitting procedure takes from some minutes for one layer structure
to some hours for five layers structure.
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RESULTS

GaAs epitaxial structures

Fig.1 shows the measured IR reflectance spectrum of an epitaxial n -n-n-
GaAs structure (curve 1) and the simulated one (curve 2). The RMS difference
equals .29%. Fig 2 shows the fitted electrons concentration profile (bar curve 1)
and the C-V profiling of this structure (marker curve 2).
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The results coincide within the accuracy of both methods. The IR

reflectance method does not permit to measure small charge carriers concentrations
(less than 1016 cm- 3) and interlayers fine structure. However this nondestructive
method gives more precise layers thickness values what is inherent to optical
methods.

AIGaAs epitaxial structures

IR reflectance spectrum for complex structure containing 4 epitaxial layers
on GaAs wafer have been simulated in three bands of 5000-2000 cm-1, 2500-400
cm-1 and 450-50 cm-1, separately.

The sample consists of a n-type GaAs wafer with N=51017 cm-3 , 18.7
microns n-type GaAs with N less then 1016 cm- 3, 1.30 microns p-type Alo. 2GaU 18As
with N-41018 cm-3, 0.27 microns p-type A10.j0Ga0.90As with N=4-1017 cm- 3, 0.67
microns p-type GaAs with N=8.1018 cm- 3.

The measured (curves 1) and simulated (curves 2) IR reflectance spectra for
the above bands are shown in Fig. 3-5 respectively. The first band spectrum gives
information only about the widths d and the AlAs mole fractions x for two cap
AIGaAs layers. Su posing these values known we have found the other layers
widths d and the free carriers concentrations N from the second band. The third
band is used for more accurate definition of the whole parameter set.

The RMS differences between simulated and measured spectra equal 1.02%,
0.71% 5.5% respectively. The fitted mole fractions x differ less then 2% from
those measured by ESCA method. All fitted parameters are in a good agreement
with the delivery specification. Some additional discrepancy between the simulated
and measured spectra in 450-50 cm-, band may be due to roughness of the free
charge carrier collision frequency Vc evaluation.
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Diffused Si profile

When ±Asalyzing the continuous profile of a diffused or implanted silicon
wafer we have approximated it by a number of layers with uniform free charge
carriers concentration.

IR reflectance spectrum of a diffused
N11t cm n -n Si wafer (curve 1) and the simulated

ones for 5 uniform layers (curve 2), 3
uniform layers (curve 3), and 1 layer (curve

16 - 4) are shown in Fi& 6. The free electron
__ concentration approximation step functions

for 5 (curve 1), 3 (curve 2), 1 (curve 3)
layers approximations are shown in Fig 7.

12 The RMS differences between
simulated and measured spectra equal 0.6%,
0.9%, 2.56% respectively. Further increase of

8 the number of approximating layers is
restricted by the inaccuracy of IR
reflectance spectra measurements.
The calculated surface resistance value 21.1
Ohm for 5 layers approximation is in a
good agreement with the value 175 Ohm
measured for this structure by the 4 probe

1 2 3 D, pk method.

Fig. 7

Implanted Si profiles

The simulated step profile for implanted p+-p Si structure is shown in the
Fif. 2 (curve 3). The RMS between simulated and measured spectra equals 021%,
calculated surface resistance value 23.9 Ohm, the measured one 22 Ohm. We draw
ones attention to the fact that the simulation procedure gives the maximum free
charge carriers concentration at some distance from the surface which is a
characteristic feature of any implanted structure.

CONCLUSION

IR reflectance spectroscopy may be used as an effective instrument for
noninvasive diagnostics of multilayer semiconductor structures.
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ABSTRACT

High resolution electron beam lithography and reactive ion etching in methane-hydrogen
(CH41H2) plasmas have been used to fabricate InGaAs/InP open quantum well wires (QWW)
with widths ranging from 200 to 40 nm and quantum dots (QD) with diameters ranging from
600 to 100 nm. Low temperature photoluminescence (PL) spectra were investigated in these
nanostructures as a function of excitation intensity, wire width, and dot diameter. The peak
emission of the dry-etched 40 nm wires is shifted to higher energies by about 2 meV as
compared to 100 nm wires. This "open wire"result is consistent with results reported for buried
InGaAsAnP wires of the same width. The blue-shift of the PL peak reaches 10 meV in QDs as
their diameters decrease to 100 nm. The magnitude of the observed blue shift in the QDs is
larger than the blue-shift predicted on the basis of quantum confinement for the same size dots.

INTRODUCTION

Non-equilibrium epitaxial growth techniques allow the fabrication of layered
semiconductor heterostructures with bandgap profiles tailored on a monolayer scale to produce
two-dimensional (2D) structures such as qrsintum wells and superlattices. The combination of
2D growth with nanometer-scale lateral patterning techniques enables the fabrication of lower
dimensional mesoscopic structures such as quantum wires (ID)l and quantum dots (zero-
dimensional). Quantum wires and dots have been fabricated from layered semiconductor
quantum well heterostructures by a variety of techniques 2-7 in the past decade. In most cases,
the quantum well structure is patterned by high resolution optical or e-beam lithography
followed by dry or wet etching, impurity induced disordering, or selective epitaxy. The optical
and electrical properties of such structures are often dominated by the effects of process-induced
defects on the lateral surfaces or interfaces (sidewall effects). For example, the
photoluinescence (PL) efficiency, in dry-etched open wires and dots diminishes significantly
with decreasing lateral dimension , making it difficult to observe the spectral manifestations of
lateral confinement (e.g. blue-shifts) expected in these nanostructures. Furthermore, for those
cases in which blue-shifts of the PL peak energy position have been reported in etched wires
and dots, the observed olueshifts can be much larger than the values expected from theoretical
calculations of lateral confinement based on the physical width of the etched wire
structures2,8, 9 .

In the present work, the interaction between the effects of lateral confinement and the
effects of process-induced defects have been investigated in InGaAs/InP nanostructures. High
resolution electron beam lithography and reactive ion etching (RIE) in methane-hydrogen
plasmas (CH4/H2) have been used to fabricate InGaAs/InP open quantum well wires (QWW)
with widths ranging from 200 to 40 nm and quantum dots (QD) with diameters ranging from
600 to 100 nm. The peak energy, efficiency and lineshape of the PL in these dry-etched
quantum wires and dots have been investigated as functions of wire width, dot diameter and
excitation laser power. The results show a blue-shift of PL peak energies and a rapid drop in PL
intensity in QWWs with decreasing wire width below 100 nm. The magnitude of the observed
blue shift is consistent with the results reported for buried InGaAs/InP wires of the same width.
In the QDs with diameter less than -100 nm, the PL intensity decreases dramatically and the PL
peak energies exhibit a blue-shift with a magnitude much larger than the value predicted by
theory for these dot sizes.
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DESCRIPTION OF EXPERIMENT

The fabrication procedure for the nanostructures investigated in the pressent work is
identical to that described in our previously reported studies of InGaAs/lnP QWWs 10. Wires
and dots were fabricated from a lattice-matched InGaAs/lnP single quantum well
heterostructure grown by metal-organic vapor phase expitaxy (MOVPE). The QW structure
consisted of a 200 nn InP buffer layer grown on a semi-insulating InP substrate, followed by a
5 nm InGaAs quantum well layer and a 20 nm InP barrier (cap) layer. Samples were first coated
by plasma-enhanced chemical vapor deposition (PECVD) with a 40 nm layer of SiO2, and then
patterned by high resolution electron beam lithography, followed by a 30 nm Ti evaporation and
lift-off. The Ti mask pattern was transferred into SiO2 by CHF3 RIE dry etching. Finally, open
quantum wires were defined by a CH4/H2 RIE to a depth of 50 nm through the InP/InGaAs
quantum well. The masking materials were removed by wet etching with buffered hydrofluoric
acid (HF).

(a,)

G.-- NM 101 1 1m 1, .lII

(b)
Fig. I (a) SEM micrography for 60 nm-wide lnGaAs//nP quantum well wires; (b) SEM
micrography for 340 nm diameter quantum dots.
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Figure la shows a SEM micrograph of 40 nm-wide wires, which have been patterned
with 600 run periodicity and etched to a depth of 50 nm. Figure ib shows a SEM micrography
of 340 nm diameter, which have been patterned with 400 rnn periodicity and etched to a depth
of 50 nm. For each QWW width or QD diameter, an array of wires or dots is patterned and
etched within a 60 pLm x 60 pm field. For reference, non-etched QW control mesas were also
reserved on the sample. The sample was cooled to 5 K in a variable temperature liquid helium
cryostat, and PL was excited by separately illuminating each field of wires or dots with 514.5
n Ar + laser light which was mechanically chopped at 80 Hz. PL spectra were analyzed by a I

m focal length single grating monochromator and detected with a 77 K Ge pin photodiode and a
lock-in amplifier.

RESULTS AND DISCUSSION

Our previous studies 10 of QWWs demonstrated that many factors which are unrelated to
quantum confinement or reduced dimensionality can influence the efficiency and spectral
distribution of the PL. Phenomena which will broaden the high energy portion of the PL
spectra with increasing excitation intensity include band filling in k-space, the flattening of band
bending at sidewall interfaces 11, and recombination in the narrower segments of QWWs. In
contrast, the high electron-hole plasma (EHP) densities achieved at high excitation intensity can
induce a pronounced red-shift of the low-energy edge of the emission band which can be
attributed to the effects of band gap renormalization associated with many body effects in dense
EHPs 12 . Therefore, it is important to obtain PL spectra from different samples (wires or dots) at
constant excitation intensity, and ideally, at the lowest possible excitation intensity in order to
make meaningful comparisons of PL peak position and line shape for nanostructures of different
lateral dimensions.

> 14-1 ) 0. 19 W/cm 2

E 12 - 0 * 2.6 W/cm2

10) 0 BuriedQOWW

WI 8- 0
lO

o 6
a. 4

4-i

T_ 0
0 50 100 150 200

Wire Width (nm)
Fig. 2 The relative peak energies of PL spectra in InGaAs/lnP QWWs as a
function of wire width at 5 K. The solid symbols represent the present wires under
two excitation intensities. The open symbols correspond to the reported data from
buried wires with an arbitrary energy shift.
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Figure 2 shows the peak energy in our InGaAWInP QWWs as a function of wire width.
For a factor of -13 increase in excitation intensity the two curves are displaced by about 2 meV
in peak energy. In addition, both curves exhibit an apparent blue-shift as the wire width
decreases below 100 nm, reaching a shift of approximately 2 meV for the 40 nm wires. The
magnitude of this blue shift is consistent with results reported for buried lnGaAs/InP wires 3 of
the same width (shown in Fig. 2).

Figure 3 shows the peak energy in the InGaAs/InP QDs relative to the QW peak energy
as a function of dot diameter. For dot diameters larger than 400 nm, no blue shift is observed in
the QDs. However, the PL spectra exhibit a large blue shift with decreasing dot diameter below
240 nm, reaching a value of about 10 meV for the 100 nm diameter dots. This 10 meV blue-
shift observed in the 100 nm QDs is much larger than the 3 meV blue-shift predicted
theoretically on the basis of quantum confinement for this dot diameter. Similar behavior has
been observed in PL studies of dry-etched open GaAs/AIGaAs and InGaAs/InP QWWs. This
apparent discrepancy has been attributed by previous workers to a variety of effects including
(i) strain relief of the lattice mismatch between the well and the barrier8 ; (ii) a change or
transition in the recombination process from an extrinsic to an intrinsic transition as the wire
width or dot diameter approaches the mean distance between impurities 8; or (iii) an optically
inactive layer near the sidewalls that reduces the effective quantum confinment size2 .

14I I I I
14-

-12 -

0

0.2 0.4 0.6 0.8 1 .0
Dot Diameter (ptm)

Fig. 3 The relative peak energies of PL spectra in InGaAs/lnP QDs as a function
of dots diameter at 5 K.

More recently Gustafsson et a19 have proposed an explanation for the observation of the
large blue shifts in QWWs and QDs in terms of the shifts of the PL spectra attributable to
monolayer (ML) fluctuations in the QW thickness. Usually, photoexcited carriers or excitons in
a QW diffuse laterally from the thinner to the thicker (lower effective band gap) portions of the
QW layer before recombining radiatively. However, these workers proposed that the transfer of
excitons from the thinner portions to the thicker areas within a single QW is siginifcantly
reduced or impeded by patterning the QW layer into QWW nanostructures. The PL spectrum
produced by carriers constrained to recombine in thinner portions of the QW would be blue-
shifted by an amount commensurate with the reduction in the QW thickness (in increments of
one ML). They obtained cathodoluminescence (CL) spectra in lnGaAs/InP QWWs fabricated
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from QWs with thicknesses of 3, 10 and 20 MLs and found that for spectrally unresolved ML
splittings the suppression of the exciton tranfer in QWWs can broaden the luminescence peak
and shift the peak to higher energies. This shift could be misinterpreted as a blue shift due to
lateral quantum confinment. For the present QWWs, the above effect apparently does not play
an important role, since the observed blue shift of the PL from the 40 nm wires is not
inconsistent with theoretical predictions based on quantum confinement effects.

The proposal of Gustafsson et al should be equally valid for the case of a QW patterned
into QDs. In a QW mesa or larger size QD, under low excitation intensity the photo-excited
carriers within the thinner areas diffuse to the thicker portions (lowest band gap) before
recombining. If the QW is patterned into small dots, some dots may lie entirely within the
thinnest portion of the QW. For these dots, photo-excited carriers cannot diffuse to the thicker
portion of the well before recombining. The probability that a significant number of the dots
will lie entirely within the thinner portions of the QW increases with decreasing dot diameter.
For the present QWs, having a thickness of -16 MLs, a difference of 1 ML in the thickness
corresponds to a peak energy splitting or shift of about 14 meV. If we assume that for the 100
nm diameter QDs, 50% of the dots occupy the thinner QW, there would be a blue shift of about
7 meV in the energy of the PL peak for these dots. This estimate is consistent with the 10 meV
blue-shift of the PL observed in the 100 nm QDs. We may discuss the broadening of the PL
spectra with decreasing dot size.

SUMMARY

Photoluminescence spectroscopy has been used to characterize InGaAs/InP QWWs and
QDs fabricated by high resolution e-beam lithography and reactive ion etching. Low
temperature PL spectra obtained from QWWs with widths ranging from 200 to 40 nm reveal a
-2 meV blue-shift in the spectral energy of the PL peak for the 40 nm wide QWWs. The
magnitude of this shift is consistent with results reported for buried InGaAs/InP wires of the
same width and with theoretical predictions based on the effects of lateral quantum
confinement. The PL spectra from the QDs with diameters ranging from 600 to 100 nm exhibit
a spectral blue shift which reaches a value of -10 meV for the 100 nm diameter dots. This shift
far exceeds the predictions of quantum confinement theory for dots of this diameter, and is
consistent with excessively large blue shifts observed by other workers in dry-etched QWWs
and QDs.
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ABSTRACT

Using contactless photoreflectance at 300K and 77K we have investigated the intersubband
transitions from two modulation-doped GaAs/GaAIAs quantum dot (QD) arrays fabricated by
reactive-ion etching (RIE). The samples consisted of 8 nm decoupled (iaAs/GaAlAs quantum
wells with dot sizes (lateral dimensions) of 60 and 100 nin. The lineshapes of the "IC-IH" and
"IC-IL' features were indicative of a screened exciton, i.e., the derivative of a broadened two-
dimensional density of states (step function), due to the presence of the electron gas. On the
other hand, even at 300K the "2C-2H' features exhibited a well-defined sharp excitonic
lineshape, i.e., derivative of a Gaussian profile. Even at room temperature it is possible to detect
the effects of the lateral quantum confinement. We have observed a 2 meV blue shift of the "2C-
2H" feature of the 60 nm QD array in relation to the 100 nm QD array. At 77K we have found
evidence for a "parabolic-like" in-plane confining potential on the smaller QD array. This
experiment demonstrates the considerable utility of PR in studying these reduced dimensional
systems.

INTRODUCTION

There has recently been considerable activity in the field of reduced dimensional system
nanostructures such as quantum wires and dots (QD) from both fundamental and applied
perspective [1-61. Considering the huge success of physics and devices based on two-dimensional
(2D) semiconductor systems (i.e., quantum wells, superlattices, heterojunctions), there has been
a natural trend to continue to diminish systems' ditnensionality. These reduced dimensional
nanostructures exhibit interesting properties involving singularities in the density-of-states and
unique transport phenomena [1,2]. For quantum dots evidence has been found for a "parabolic-
like" in-plane confining potential [I], as opposed to the square well potential along the growth
direction. Interesting new transport phenomena such as Coulomb blockade has been
demonstrated [1,7]. New optical applications include low threshold, high yield laser structures
and photodetectors [3-5].

One (ID) and zero (0D)-dimensional systems can be formed in several ways. For,
example, 2D structures are easily obtained in the growth direction by thin film methods such as
molecular beam epitaxy (MBE) or organometallic chemical vapor deposition. Therefore, an
obvious way to obtain quantum wires (ID) and dots (0D) is to pattern usual 2D heterostructures
such as quantum wells with nanoscale lithographic techniques [8,9]. The dry reactive-ion etching
(RIE) method has drawn much attention for larger processing depth of abrupt potential barriers,
excellent control on lateral size, and ability to fabricate complicated shapes [8]. This technique
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can now routinely produce nanostructures of scale about 100 nm.
The lateral confinement of QDs is expected to bring about dramatic changes in the

transport properties and in addition to the optical features. If one restricts the particles to narrow
lines or dots (boxes), further quantization can occur as compared with the 2D situation. In such
a OD system with cylindrical symmetry the electron (hole) energy levels will be characterized
by three quantum numbers, i.e., n.CIH(L)J, nCIH(L)/ and n"CIH(L)/. For example, n=CIH(L)l
corresponds to the conduction (C or heavy(H)/light(L)-hole subbands along the growth (z)-
direction, while the other two quantum numbers specify the in-plane quantization. If the lateral
dimension is substantially larger than L. (the confinement dimension along the z-direction), there
will be (a) a ladder of small levels (n., ny) formed within the subband ladder of well separated
transitions corresponding to 2D quantization (n) along the z-direction and (b) these "2D" levels
will be blue-shifted. A size of about 100 nm, which is bigger than the Bohr radius in GaAs,
makes it difficult to observe these effects in optical experiments, particularly interband
transitions, as compared to the resolution of low temperature transport measurements.

Despite the proven value of modulation spectroscopy, particularly contactless modes such
as photoreflectance (PR) in studying 2D systems [10,11] there has been very little work done
on ID or OD nanostructures. Photoreflectance has been used to study I D SiGe/Si quantum wires
[12] and the effects of RIE on large (- 0.5 ,m) GaAs/GaAIAs QD arrays [13]. Several authors
have measured the electrotransmission spectra of CdS.Se,., nanocrystals embedded in a glass
matrix [141.

In this paper we report a PR investigation at 300K and 77K of the intersubband transitions
from two modulation-doped GaAs/GaAIAs QD arrays fabricated by RIE. The samples consisted
of 8 nm decoupled GaAs/GaAIAs quantum wells with dot sizes (lateral dimensions) of 60 and
100 nm. The lineshapes of the "IC-IH'/IC-L" features were indicative of a screened exciton,
i.e., the derivative of a broadened 2D density of states (step function), due to the presence of
the electron gas (EG). The notation niC-nJH(L) denotes a transition between the mzf ' conduction
and n.' valence subbands of heavy (light)-hole character. Rigorously speaking the notation
should include three quantum numbers for both the electrons and holes because of the effects
of the lateral confinement. In this paper we use "mzC-n:H(L)" to indicate the quasi-2D
transitions.

In contrast to the )1C-JH"/"IC-1L" resonances, the "2C-2H' features exhibited a well-
defined sharp excitonic lineshape, i.e., derivative of a Gaussian profile. Even at room
temperature it is possible to detect the effects of the lateral quantum confinement, a 2 meV blue
shift of the "2C-2H" feature of the smaller QD array in relation to the larger material. At 77K
the "2-2H" feature of the 60 nm QD array exhibits oscillatory features, i.e., the n., n, ladder.
Comparison with a first-principles, many-body calculation provides evidence for a "parabolic-
like" in-plane confining potential. This experiment demonstrates the considerable utility of PR
in studying these reduced dimensional systems.

EXPERIMENTAL DETAILS

The PR apparatus has been described in the literature [10, 11]. The pump beam was the
6328A line of a He-Ne laser chopped at 200 Hz. The sample used in this study was grown by
MBE on a (001) semi-insulating GaAs substrate with a 1 'Um not-intentionnaly doped GaAs
buffer. The active region was a 0.58 psm thick multiple quantum well structure (MQW) structure
which consisted of the following layers repeated 10 times: a 30 nm GaAIAs layer, a Si 5-doping
layer (2x 102 cm 2), 20 nm of a GaAs(0.85 nm)/AIAs(0.85 nm) superlattice structure, and a 8
nm GaAs quantum well (QW) region. There was a 17 nm GaAs cap on top of the entire
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structure. Shubinikov-d Haas measurements indicated that the EG density in the GaAs QWs
corresponded to a 'two-dimensional" concentration of 8.5xi10" cm2 . The adoption of the
asymmetric barrier growth pattern was to compensate the different properties of MBE grown
GaAs/AlAs and AlAs/GaAs interfaces, and was shown to produce more symmetric well potential
profile [8]. The dots were fabricated by RIE using SiCI 4 [8). The dot arrays formed a square
lattice pattern, with the separation between neighbouring dots being 4 times the individual dot
diameter. The samples reported in this work include 60 nm and 100 nm QD arrays. They were
fabricated with a single mask on the same mesa, each measuring 1 mm by 4 mm separated by
a 1 mm gap.

EXPERIMENTAL RESULTS
1

Displayed in Fig. 1 are the PR 300K
spectra of the two QD arrays at
300K. The structure around 1.42 *"

eV is from the direct gap, Eo, of the 0 a
GaAs buffer/substrate while the x 5
peak at around 1.8 eV is EO from
the GaAIAs portion of the sample,
which makes it possible to evaluate 0 o
an Al composition of 27%. X0

The signal around 1.5 eV is
quite unusual for modulation
spectroscopy from a QW system.
Such traces generally exhibit sharp, 1.4 1.5 1.6 1.7 1.8 1.9

derivative-like features (i.e., Energy (eV)
positive and negative lobes)
associated with excitons, even at Fig. 1 Room temper, ire PR spectra of the 100 nm and
300K. In addition, these reported 60 nm GaAs/GaAIAs QD arrays.
lineshapes are symmetric [10,11].
The 1.5 eV traces of Fig. I lie on only one side of the baseline. The signal around 1.5 eV
corresponds to the screened "IC-IH'/IC-1L" excitonic transitions. The screening is due to the
presence of the EG. We have recently observed similar signals in PR associated with the 2D EG
in GaAlAs/InGaAs/GaAs modulation-doped QWs [10,15]. Such lineshapes were accounted for
on the basis of the first-derivative of a broadened step-like 2D density of states (due to the
screening of the exciton) times a Fermi level filling factor [10,15].

Near 1.6 eV there is a sharp derivative-like feature originating from the "2C-2H"
transitions in the QWs. The energy position can be obtained accurately from a lineshape fit. The
sharpness of these "2C-2H" features is an indication (a) of the high quality of the QD arrays and
(b) the absence of screening by the EG. The fact that we do not observe any "symmetry-
forbidden" transitions (e.g., mz dn.) is indicative of the symmetric nature of the band profile.

We have made a detailed comparison the the 1.6 eV features at 300K in the two QD
arrays, as shown by the solid (100 nm QDs) and dashed (60 nm QDs) lines in Fig. 2. Note that
there is a blue-shift of the smaller dot size in relation to the other sample. The obtained energy
positions from the lineshape fits (dotted lines) are denoted by arrows at bottom of the figure.
A 2 meV blue shift of this feature is observed. This shift is obvious in Fig. 2 even without any
lineshape fit, owing to the very narrow excitonic nature of the "2C-2H" features. This observed
blue-shift is evidence for the lateral quantum confinement effects on the smaller dot size sample,
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as will be discussed below.
Shown in Fig. 3 is the

experimental PRtrace of the 60nm - 100 nm 300K
Q D structure at 77K . The w hole .. Din

spectrum has been blue shifted in lineshape fit

rela tio n to the data o f F ig . I d ue to , -
the temperature dependence of the .
band structure of the constitute ,
materials. Notice the enhancement M
o f th e s e r ie s o f f e a tu r e s a r o u n d 1 .7 --
eV. We have found them to be "
reproducible. One possible
explanation of these oscillatory
features in this nanostructure might . o606evT  T .60e oV

be Franz-Keldysh oscillation effects. 1.63 1.60 1.61 1.68

If this were the case a plot of Energy (eV)
extrema index number I should be
linear in (E, - E.2C,2H* )312, where E, Fig. 2 Experimental PR spectra at 300K in the region of
is the energy of the I A extrema "2C-2H" for the 100 nm (solid line) and 60 nm (dashed
[10,11]. However, we find a linear line) QD arrays. The dotted curves are lineshape fits.

relationship with (E, - E.2C-2H' , as
shown in Fig. 4. As discussed below we interpret this observation in terms of the "parabolic-
like" in-plane confining potential, as opposed to the square well potential along the growth
direction. The ")C-IH'I"IC-iL" feature does not exhibit such oscillations because of the
screening effects of the EG which occupies the IC level.

DISCUSSION

In Fig. 2, we show clearly that there is a blue shift of the lowest "2C-2H" feature of the
60 nm sample with respect to the
100 nm QD array. This is due to
the lateral size confinement. We
can make a rough estimation of this
effect. For a 2D box with infinite 77K
barriers (we shall see below that
this is not rigorously correct), the "

energy difference (AE) of the OD
"ground state" (i.e., n. = ny = 1) $
of the quasi-2D "2C-2H" feature 0s

between two QDs of different 0 X 10
lateral sizes, a, and a2, is: x 30

AE - (h2r2/p)[(l/a )2-(I/a 2)
2]

where IA is the in-plane reduced 1.5 j..
interband effective mass. Energy (eV)

Using, =0.074 (in units of
free electron mass) of GaAs, a, = Fig. 3 PR spectrum of the 60 nm QD array at 77K.
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60 nm, and a 2 = 100 nm, we can
deduce a value AE - 1.8 meV,
which is in excellent agreement 1.6o 77K
with the experimental data. The
room temperature observation of
this 2 meV energy shift is a
consequene of the derivative nature 1.7

of PR and the high quality of the [

small dimension QD arrays.
As discussed earlier, further N 1.78

evidence for the effects of lateral
confinement are the oscillatory
structures above "2C-2H" in the
77K data of the 60 nm dot array. 1.600 5 to 15 20

These are the manifestations of the Index I
in-plane quantization. The fact that
the extrema index scale linearly Fig. 4 The energies of the oscillatory features above "2C-
with energy is strongly suggestive 2H" at 77K as a function of extrema index number I.
of a "parabolic-like" in-plane
potential, which produces evenly
spaced, harmonic oscillator ladders in the m,'(n,") conduction (valence) levels [1].

In order to confirm this interpretation we have performed a first-principles, many-body
calculation of the absorption coefficient and its derivative (with respect to photon energy) for an
array of quantums dots having the characteristics of the 60 nm array sample. The theory which
we have done for the interband absorption characterization of quantum dots includes the
depolarization shift due to electron-electron interaction, impurity scattering, and the effect due
to interface imperfection.

Harmonic potentials have been used to simulate lateral confinement of quantum dots. We
have derived a self-consistent field theory for the infrared absorption of polarized or unpolarized
incident light in this system. Many of the observed features of the oscillatory portion of the PR
spectrum of Fig. 3 are reproduced in our theory. The features in the absorption spectrum are
significantly amplified. The thermal broadening of the peaks sensitively depends on the electron
density and the temperature. Based on the known temperature in the experiment, it gives us a
convenient way of determining the number of electrons in each dot by fitting the thermally-
broadened lineshape. Excellent agrement has been found between the results of the theory and
the oscillatory features above "2C-2H" in Fig. 3. The details of this work will be the subject of
a future publication.

SUMMARY

This investigation has shown the considerable utility of PR, which is not only contactless
but requires no special mounting of the sample, as a valuable tool in studying nanostructure
systems such as QDs. Since the lateral dimensions of current lithographic technology produce
confinements which result in meV band edge shifts, a high resolution optical technique, such as
PR, is essential in order to study the phenomenon associated with lateral confinement. Even at
300K we have been able to evaluate the blue-shift due to the lateral confinement. In addition,
the derivative-like nature of PR also has revealed oscillatory features at 77K which can be
accounted for on the basis of a "parabolic-like" in-plane potential. Good agreement has been
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found between experiment and a first-principles, many-body theoretical calculation of the effects

of this in-plane potential.
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Abstract

Raman and photoluminescence (PL) spectra have been used to characterize
Al0.3Gao.As/GaAs multiple quantum well (MQW) structures that have been patterned by
focused ion beam (FIB) implantation followed by rapid thermal annealing (RTA). Microprobe
Raman scattering is used to identify the appropriate RTA and FIB implantation conditions that
provide for removal of implantation-induced damage and for compositional intermixing. FIB
patterned wire-like structures are characterized by spatially resolved PL spectra.

Introduction

Selective intermixing of MQWs is of particular interest for fabrication of such structures as
channel waveguides, index-modulation gratings and index-guided diode lasers, and for the study
of low dimensionality effects in quantum well wires and quantum dots. FIB implantation and
RTA are very useful techniques for obtaining these structures using the direct-writing capability
of FIB.U2 The basic idea is that the bandgap and thus the refractive index is modified upon
intermixing. Spatially resolved Raman and PL spectra were found to be simple and
nondestructive methods to characterize these structures. Microprobe Raman employs an optical
microscope to illuminate the sample and collect the scattered light. Therefore its spatial
resolution is limited by the optics to 0.8 pim at room temperature. The spatial resolution for PL
at low temperature is measured to be 1.3 gm. Raman and PL spectra obtained with a spatial
scanning capability is used to study patterned wire-like structures. Raman scattering is used to
characterize implantation-induced damage as well as the Al concentration change after
intermixing. PL spectroscopy is used to characterize the change in subband energy and impurity
levels formed by implanted ions. We use spatially resolved Raman and PL spectra to
characterize FIB implantation-induced damage and local compositional intermixing in patterned
wire-like structures.
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Emet

The sample used in this work were A 3Ga0.,As/GaAs MQWs consisting of 29 periods of
the same well and barrier width of 3.5 n, sandwiched between a 50 nm Al,,Ga0.As cap and a
30 nm single quantum well (SQW) on a I gm AloGa.,As buffer layer grown on (100) GaAs
substrate. The patterned structure is shown in Fig. 1. For FIB implantation of the sample we
used a Ga ion beam of 120 keV energy with a dose of lxlO 4 cm-2. The RTA condition was
9501C for 10 sec. The width of the implanted regions was 3 jm, and the spacing between them
was I jim.

Fig. 1. Schematic of FIB patterned MQW structure.

Spatially resolved Raman and PL spectra were used to characterize the patterned wire-like
structures. The 514.5 nm line of Ar laser is used to excite the sample, and the 0.1 pm spatial
scanning capability of an inchworm stage was employed.

Results and Discussion

The Raman spectrum of an as-grown sample is shown in Fig. 2(a). The two peaks
observed at 280 cm-' and 292 cm-' are the GaAs-like longitudinal optical (LO) phonons from the
cap and the AIGaAs barrier layers of MQW region, and GaAs LO phonon from the GaAs well
layers of MQW region, respectively. The peak at 378 cm -1 is the AlAs-like peak from the cap
and the barrier layers. The peak positions depend on the Al concentration. 3 By monitoring the
peak position after each process, the change in Al concentration can be obtained. Two small
peaks seen on the left sides of the peaks are transverse optical (TO) phonon modes which are
not allowed by the selection rule in the backscattering geometry of (001) zinc-blende-type
structure, but are present because of some disorder. Following RTA only (Fig. 2(b)), the GaAs
peak shifts down by 1. 1 cm-1 which corresponds to a small amount of interdiffusion. The broad
Raman peaks from the implanted sample, as shown in Fig. 2(c), resemble a phonon density of
states due to heavy disorder. Subsequent RTA removes implantation-induced damage as shown
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in Fig. 2(d). The 292 cm-1 peak moved to 285.4 cm-', corresponding to complete compositional
intermixing. These measurements provide direct evidence that selective intermixing induced by
FIB implantation and subsequent RTA has been achieved.
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Fig. 2. Raman spectra from an Alo3Ga.As/GaAs MQWs. (a) as-grown, (b) after RTA, (c)
after FIB implantation, and (d) after FIB implantation and subsequent RTA.

Consider intermixing in a single quantum well in which the well of smaller gap energy is
sandwiched by the barriers of larger gap energy. After partial intermixing a step function profile
of band structure has changed to an error function band structure. Therefore, the interband
transition energy increases due to two effects, an increase in the Al concentration within the
well and a decrease in the effective well width. As mentioned above, the change in the Al
concentration can be directly obtained by monitoring the Raman peaks. The change in energy
of the subband transition is measured by the shift of the PL peak position. Therefore, the
combination of Raman and PL spectra can be used to characterize the whole process of
intermixing, including the effective well width, in single quantum wells and MQWs.

Spatially-resolved low temperature PL spectroscopy was used to characterize FIB
patterned wire-like structures. The peak position in the PL spectra corresponds to the subband
transition energy between an electron and a heavy hole. An example is shown in Fig. 3 where
two peaks are observed, one from the MQW region and another from a single quantum well
after the sample had undergone RTA. The MQW peak position is shifted just a few meV
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compared to the as-grown sample. After implantation, no PL signals were measured in any
wire-like structure due to implantation-induced heavy disorder as shown in Fig. 2(c). Following
RTA, both the MQW and SQ% peaks are recovered. Two peaks appear (instead of one) from
the MQW region of the I mir wire-like structure as shown in Fig. 4(c). This spectrum was
obtained from the center of an implanted stripe. When the excitation spot was moved to the
position between the implanted stripes, the lower energy peak grew relative to the higher energy
peak (Fig. 4(b)), indicating that these excitons are in an unmixed region..

10.Ok

5.01

0.0

1.45 1.50 1.55 1.60 1.65 1.70 1.75 1.80

Energy (eV)

Fig. 3. PL spectrum (4.2 K) of an as-grown sample after RTA: the peak at higher energy is
from MQW region and the one at lower energy is from a single quantum well.
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Fig. 4. PL spectra of MQWs (a) after RTA, and obtained (b) between the implanted stripes
and (c) from the implanted stripe after FIB implantation and subsequent RTA.

To confirm further the locations of these peaks the excitation spot was scanned across the
implanted stripes at a fixed energy. As shown in Fig. 5, The periodic structure obtained by
spatial scanning at an energy of 1.748 eV has the opposite phase to that obtained at an energy
of 1.723 eV, suggesting that the peak position at higher energy corresponds to the transition
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energy in compositionally intermixe regions by FIB implantation and subsequent RTA, and the

peak at lower energy corresponds to the exciton recombination energy between the implanted
strips. Thus PL measurements with a spatial scanning capability can provide information on

selective compositional intermixing of patterned wire-like structures.
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Fig. 5. The spatial scan of PL (a) at the energies of 1.748 eV and 1.723 eV.

We have also used spatially and temporally resolved photoluminescence measurement
techniques to study exciton lifetimes and the in-plane transport of excitons.' The sample is
excited by 5 picosecond laser pulses. In this case the positions of both the excitation spot and
the sample are fixed. The spectrometer position was fixed at the energy corresponding to the
exciton recombination energy between the implanted regions. The collected image is projected
through scanning optics onto the spectrometer slit in order to obtain spatially resolved PL
intensity. A three axis plot obtained at relatively high laser power is shown in Fig. 6. This plot
suggests that the FIB patterned MQW has periodic compositional intermixing across the
implanted stripes, indicating a kind of lateral confmenL

1000

800
6--600 0

~400 stflf) A
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Fig. 5. Spatially and temporally resolved PL from patterned wire-like structures.
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Summary

Spatially resolved Raman and PL spectra has been used to characterize wire-like structures
fabricated by using FIB implantation and subsequent RTA to produce compositional
intermixing. Raman scattering is used to observe FIB implantation-induce damage and the
change in Al concentration and to determine the suitable conditions for forming the patterned
wire-like structures. PL measurements show the periodic modulation of the energy bands in the
lateral direction suggesting exciton confinement is provided by these FIB compositionally mixed
structures.
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ABSTRACT

Using Photoreflectance (PR) measurements, we have investigated In0.53Ga0.47As single
quantum wells (SQW) with In0.52A10.48As barriers grown by MBE on InP substrates. Unusual
lineshapes of PR spectra are observed for the fundamental transition in some of the SQW. This
phenomenon is shown to be independent on the widths of both the SQW (5am or 1Onm) and the
surface barrier layer (between 65nm and 300rm). PR spectra are recorded at different temperatures
and in different samples, as well as with a secondary pump laser beam. From these measurements,
it is concluded that interface defects exist in the SQW grown at 5251C without growth interruption.
Such defects are clearly evidenced in room temperature PR experiments and confmned by PL
measurements.

INTRODUCTION
The InGaAs/InAlAs system lattice-matched to InP has attracted great interest [1-3] because

of its promising applications in microelectronics and optoelectronics. However the growth
conditions (growth temperature, growth interruption at the quantum well interface) of the InAlAs
layer remain the key point for a good layer quality as well as for low interface roughness in such
InP based quantum devices. Low temperature photoluminescence studies are generally used to
assess the quality of layers. In this paper we have performed extensive PR studies of
InGaAs/InAlAs single quantum wells (SQW) at room temperature as well as at low temperature
and shown that this technique is very powerfull to get information about the quality of the layers
and on the different scattering mechanisms which interfere on carrier transport.

EXPERIMENTAL
Our experimental setup is conventional, with a 12mW HeNe laser as the pump beam and a

150W Quartz Tungsten Halogen lamp as the probe beam. The pump laser beam is chopped at
310Hz and the probe light beam is dispersed through a 0.64m Jobin-Yvon monochromator. A
second continuous laser beam (Argon laser) can be superimposed for the purpose of double beam
experiments. The signal is detected by a Si or Ge photodiode. For low temperature measurements,
we use a variable temperature Helium gas cryostat. The sensitivity of our experimental setup is
about 10-6.

The SQW were grown by Molecular Beam Epitaxy (MBE) on [1001 InP substrates. Each
of them consists of a In0.53Ga0.47As SQW embedded in In0.52A10.48As barrier material lattice-
matched to InP. A 400nm thick In0.52Ai0.48As buffer layer was grown at 525*C. The growth
temperature of the remaining layers was then either 4500C or 525°C and the top barrier InAlAs
material thickness was either 65nm or 300nm as reported in table I. The samples were not
intentionally doped. The top InAlAs layer of sample S3 was chemically etched from 300nm down
to 65nm in order to obtain sample S3* which only differs from sample S I by the growth
temperature. In S3, the growth was interrupted during 5 seconds at each SQW interface in order to
improve the interface quality.

The alloy composition and quality were checked by low temperature Photoluminescence
(PL) experiments. For each sample, PL spectra exhibit two peaks corresponding to the InAlAs
layers. One peak lies at 1.517eV from the near band edge recombination, which confirms the
nominal Indium composition (0.52) of the InAlAs layer. The second peak lies at a lower energy
(1.478 eV) and corresponds most probably to a shallow acceptor level in the gap. The ratio of the
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near band edge peak intensity over the intensity of the acceptor peak is much greater in the
structures grown at 525*C and indicates that InAlAs quality is better in samples S I and S2 than in
S3.

At 5K, the SQW fundamental transition EIHI peak lies at 0.941eV in sample Si and at
0.973eV in S3. The theoretical value (0.956eV) is obtained from the resolution of Schr~dinger
equation in a square well. As the nominal indium composition of the barrier material was checked
by PL measurements, the discrepancy between EiH1 in SI and in S3 is most likely attributed to a
strong variation in the well width which influences the energy of the fundamental level in a 5nm
SQW : a 10% variation of the we l width around 5nm leads to a 30meV shift of EIH1 . A Stark
effect due to the surface electric field could as well be considered for sample S I which is red-
shifted (15meV) with respect to the theoretical value, but could not explain the blue-shifted
transition in S3. PR experiments will provide us a useful tool for the internal electric field
determination in the next section.

Furthermore, the full width at half maximum (FWHM) of EjH1 in S3 (8meV) is lower
than the value measured in S I (1 lmeV) in spite of a better InAlAs material quality in S 1. This is
probably linked to the growth interruption performed in S3, which improves the interface quality.
These PL results will be compared with the PR results in the next section.

nominal
InGaAs InAlAs top Tg Growth

well barrier (0Q interruption
width (nm) width (nm)

SF 1 * 6 525 0s

3 5 3 450
N3" 5 65 450 _s

IabILGrowth parameters of the samples

RESULTS

PR sectra of SOW
The typical PR spectra of samples S1, S2 and S3, recorded at room temperature, are

reported in solid lines in figure 1 together with the theoretical fits in dashed lines.The theoretical
expressions used for the fit of the experimental data will be further discussed in the next section.
The spectral range of figure 1 corresponds to the fundamental transition EjH1 in the quantum well.
Another weak transition is observed at high energy and is attributed to a transition EILI with the
first quantized light hole subband rather than to EiH2, which would lie at about the same energy.
Indeed, the oscillator strength of the transition EILI is much more intense than that of E1H2 which
is parity forbidden.

T = 300K T= 5K
E1HI r(EIHI) ElLI F(ELI) EIHI r(EIH1 )

eV meV eV meV eV meV
1 0.. 0.925 . 094

S3" 0.908 8.

Table Energy and broadening parameters of optical transitions from the PR spectra of
the SQW in different samples.
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In samples SI and S2, this high energy
transition is well defined and its amplitude is about
1/3 of that of EIHI as is expected from theory. This
is not the case in sample S3 where the EILI
transition has a very low amplitude (only 1/10 of
that of EIHI).The energy transitions and
broadening parameters of the different transitions
obtained by the theoretical fits are reported in table
II for measurements performed at room temperature
and also at 5K.

neray -The EIHI energy values at 5K are in good
agreement with the PL measurements. A shift of the
transitions is observed when the temperature is

alto, raised as it is normally expected. The broadeningt,., parameters I" of EIHI are similar in the various

3" samples at room temperature as well as at low
temperature. At 5K the r value is mainly sensitive
to the alloy disorder and interface roughness
whereas the higher value at 300K is due to the

A) increasing influence of phonon scattering when
1 .temperature is raised. EILI is broader in S2 than in

E 'ryy (e SI: this means that the lifetime of light holes is
shorter in S2 than in S1. The theoretical resolution
of Schr6dinger equation in a finite square well

E,L, shows that the first light hole subband L1 lies at the
*same energy as the second heavy hole subband H2

E^ in a 1Onm SQW : there is a strong coupling
between the two hole levels and therefore holes are
most probably on H2 level than on Li due to the
higher density of states. In a 5nm SQW (S1), the

C) coupling between LI and H2 is less efficient
_____"___.__"__ "because there is an energy gap between the two

-ergy (eV) levels. This is the reason for the very broad EILI
transition in S2.

Figm...L: PR spectra at 300K of Si (a), S3 Finally, the lineshapes of spectra SI and S2
(b), and S2 (c). Solid lines : experiments, are very different from that of spectrum S3 as is
dashed lines : theoretical fit using intensity evidenced in figure 1. It will be adressed in the
modulation for a and c, and broadening discussion section.
parameter modulation for b. InAIAs PR spectrum

In figure 2 are plotted the 300K PR spectra
of S I and S3 in the spectral range corresponding to the energy gap of InAlAs. Both spectra exhibit
about 3 Franz Keldysh oscillations (FKO) above the energy gap of InAlAs (1.45eV), from which
we can measure the internal electric field in this layer [8]. The internal electric field is due to the
Fermi level pinning at the surface states, which creates a space charge layer under the surface of
the sample. Figure 3 is a plot of (4w/3).(En - Eg) 3/ 2 versus the maximum number n. From this
plot, a value of 30kV/cm is deduced for the electric field in the InAlAs layer in sample S1, and
50kV/cm in sample S3. These electric field values are very similar : no drastic difference is
evidenced between these two samples, contrary to the lineshapes of the SQW response in figure 1.

DISCUSSION

The theoretical fit used in figure 1 is the first derivative functional form of the unperturbed
dielectric function £ of the confined structure. It was proven to be the most suitable fit for confined
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systems [4,5]. At room temperature, the InP 1InNlAs
unperturbed dielectric function has most likely a
Gaussian form, due to inhomogeneous S3
broadening such as phonon scattering. At low A.
temperature the Gaussian lineshape is still valid Vin our samples due to alloy or/and interface : 7

The theoretical PR lineshape is obtained a $1
from a linear combination of the first derivative .0
of the real EI and imaginary E2 parts of the
complex dielectric function with respect to the
modulating physical parameter [6]. In PR 1.2 1.3 1.4 1.5 1.
experiments on SQW, as the internal electric field Energy (cV)
is modulated by the incident laser beam, three F 2 PR spectra of samples S1 and S3
physical parameters of optical transitions can be A Paple 3
affected: either the energy level through the Stark showing the FKO of InAlAs barrier at 300K
effect, or the broadening parameter by a
modulation of the lifetime of electrons on the S3 F = 5OkV/cm
quantized levels or even the intensity of the Si F 30kV/cm
optical transition due to the modulation of the 0.014
overlap of the wavefunctions associated to S
electrons and holes. The relative contribution of
the real and imaginary parts in the spectra r, S.01
depends upon the Seraphin coefficients and 'M SI
involve the influence of interference effects as

wen [71i is worth noting that the lineshape of PR 0.00
features, in particular in a SQW, varies
considerably with the main modulation
mechanism involved : particularly when the 0.00 1
intensity modulation mechanism is preponderant, | 1 2 3 4
the lineshape is much broader than when themax
main modulation mechanism is an energy or Figur 3 Plot of (4/3x)(E-E )3/2 versus
broadening parameter modulation. The latter two mimum number n.The slope o each line is
modulation mechanisms are leading to same the electro-optic energy.
lineshapes for a Lorentzian absorption profile,
and to similar lineshapes for a Gaussian
absorption profile [5-7].

In figure 1, we can see that the lineshapes are much broader for samples SI and S2 than
for sample S3. We attribute this fact to a difference in the modulation mechanism in samples S I
and S2 as compared tosample S3: indeed, the best fits to the spectra of S Icand S2 are obtained
considering the modulation of the intensity as the main mechanism whereas the best fit to the
spectrum of S3 is obtained using a derivative with respect to the broadening parameter.
Furthermore, to rule out any possible influence of interference on the spectrum of SI, the same PR
experiments were performed with sample 53P which has the same geotrte pacalp ters than S I
and only differs by the growth conditions of the structure. e dierc between the spectra of
S3 and SP is only a phase modification due to interference effects. No modification of the
modulation mechani can be evidenced in S: the broadening parameter modulation mechanism
remains the most relevant. Therefore, the narrow barrier layer thickness is not responsible for the
special lineshape observed in the PR spectra of figurela and Ic.

An intensity modulation mechanism is generally observed in the case of transitions which
involve spatially separated electrons and holes : for instance transitions in double coupled quantum
wells [6] or even in the case of forbidden transitions [7]. In figure 1, the main PR features
observed for samples Si and S2 are at an energy position corresponding to E11 1 and do not
correspond to any forbidden transition. As the wavefunctions of electrons and holes in a nm
SQW are covering the whole well width, it is rather surprising to get an intensity modulation
mechanism in such narrow wells.
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The low value of the electric field, as derived from FKO in figure 2, is not sufficient to
spatially separate electrons and holes in a 5nm SQW. Furthermore, as its intensity is of the same
order of maniude in SI and S3, it would have similar effects in both samples and this is not the
case. So the internal electric field alone cannot by itself explain an intensity modulation mechanism
in St.

The difference between structures S I and S3 lies only in the growth conditions : growth
temperature, and growth interruption at the interfaces. So the spcial lineshapes observed in the
PR spectrum of S1 is necessarily linked to the interface or material quality. Since the InAlAs layer
quality was proven to be better in S I than in S3 from PL experiments, we assume that there are
some defects at the well interface in S I which enhance the wavefunctions of electrons and holes
near the interface. However, any effect of growth conditions on interface quality is supposed to be
symmetricaly distributed. The asymmety is due to the existence of the internal electric field, which
drives each carrier (electron and hole) at a different side of the SQW. The spatial separation of the
wavefunctions is ensured by the combined effects of interface defect and internal electric field.
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Study as a function of a secondary continuous light beam
In order to further investigate this phenomenon of intensity modulation mechanism in

sample S 1, we have performed a double beam experiment with a continuous wave Argon laser
beam superimposed on the HeNe modulation laser beam. This is supposed to optically reduce the
internal electric field by reducing the band bending. Figure 4 shows the PR spectra obtained for
different continuous laser beam powers (Pew ranging from 0 to 200mW on a 1mm diameter spot
on the sample). A drastic decrease of the intensity of the SQW transition is recorded for a value of
Pcw equal to 4 mW. The transition intensity increases again as Pew is further increased, but with a
1800 rotation as compared with the signal at lower Pew. This rotation is not related to any
interference effects since it does not appear neither on the InP transition, nor in that of InAlAs. In
figure 5, the evolution of the various transition intensities is plotted versus Pcw. It is worth noting
that the InAlAs transition intensity is also drastically reduced for Pew lower than 4mW : this is a
proof for a strong reduction of the surface electric field before the phase rotation occurs.

Such a phase rotation has already been observed by several authors in electroreflectance
(ER) spectra of bulk material [9] : they assigned the phase change of their ER feature to the flat
band condition in the structure (internal electric field = 0). The reason for the phase change in ER
is associated with the nature of band bending. For n type semiconductors in which the bands are
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bent upward, the surface field when applying the modulation increases or decreases. The same
thing will be seen for p type material, but due to the opposite band bending the signal will be in
opposite phase. Thus in clectroreflectance the flat band is evidenced by observing the spectral
rotation. Our experimental results cannot be explained this way, because PR only drives material
conduction band towards flatband [71 and it is surprising to observe an increase of PR intensity
after flat band conditions are obtained.

One possible explanation could be that, once the bands are nearly flat, there is a
modification of the modulation mechanism : from the situation of intensity modulation at low Pew
we come back to the more usual energy or broadening parameter modulation. Indeed, an
observation of the spectra of figure 4 shows that, for Pew higher than 4mW, the tail of the PR
transition at low energy (which is the sign for an intensity modulation mechanism) is much
reduced as compared to the spectrum recorded without continuous laser beam. Therefore, we can
consider that there is a change in the modulation mechanism under the effect of a continuous laser
beam. The efficiency of the latter modulation mechanism appears to be much lower.

This double beam PR experiment is a further support for our assumption of a spatial
separation of the wavefuctions of electrons and holes under the effect of the internal electric field.
When the conduction band is flattened by a secondary light source, then the spatial separation of
electrons and holes no more exist and a conventional PR spectrum is recorded.

CONCLUSION

From an extensive PR study of InGaAs SQW between InAlAs barriers lattice matched on
InP substrates, we have evidenced the existence of an intensity modulation mechanism of the
fundamental optical transition in a 5nm SQW. The influence of a secondary laser beam was
studied.

The comparison of the PR lineshapes at room temperature between samples which only
differ by their growth conditions, leads to important information about the interface quality of the
structure. Indeed, the lineshape of the PR spectrum is an evidence for an intensity modulation
mechanism in some of our samples, in which alloy quality was proven to be good from low
temperature PL measurements. The unusual PR lineshape is then explained by the presence of
some interface defect, and can only be observed if an internal electric field exists in the structure as
is proven from double beam PR experiments. These results show that PR experiments can bring
complementary information to low temperature PL experiments about the quality of a
semiconducting structure.

The structures which were grown with 5 second growth interruption at the inteface do not
exhibit such unusual PR lineshapes and are therefore free from this interface defect. This is a
further support to the beneficial effect of a growth interruption on the interface quality [10].
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ABSTRACT

Phototransmittance has been used to investigate several pseudomnorphic AlomGao.sAs/
Ino.sGaosAs/GaAs high electron mobility transistor structures, with different values of
the electron density n.. A lineshape analysis of the ground state transition made it possible
to estimate n. at room temperature. A signal from the Fermi-edge singularity (a many-
body effect), was observed at low temperatures and the dependence of its intensity on
temperature and electron density was examined.

INTRODUCTION

High electron mobility transistors (HEMT), based on the AIGaAs/InGaAs/GaAs pseu-
domorphic (PM) heterostructure, have attracted considerable interest due to their perfor-
mance in low-noise, high-power microwave applications, up to 94 GHz.1 The development
of non-destructive methods (e.g. optical) is important to measure the electron density n.
of the two-dimensional electron gas (2DEG) in PM-HEMTs. The effect of the high elec-
tron density on the optical excitations have been investigated by photoluminescence at
low temperature.2 Photoreflectance 3 applied to HEMT stuctures has led to controversial
results regarding the observation of a signal from the degenerate 2DEG.4 A conclusive ev-
idence on the existence of a 2DEG signature has been given recently by Yin et al.5'6 in
the photorefiectance and electroreflectance studies of GaAlAs/InGaAs/GaAs modulation-
doped quantum well structures. Dimoulas et al" used phototransmittance (PT) to study
PM-HEMTs with different electron densities and found that the first derivative of the ab-
sorption coefficient with respect to n. gives the dominant contribution to the lineshape of
the ground state optical transition. They also reported7 the observation of the Fermi-edge
singularity' (FES) in one sample with n, = 1.4 x 1012 cm- 2 .

In this paper, we show that the 2D joint density of states for band-to-band transitions in
AIo.32Gao..aAs/Ino.sGao.sAs/GaAs PM-HEMTs can be probed directly by PT, as a result
of the screening of excitons by the dense 2DEG. Also, by comparing the PT results with
Hall data, we show that an estimation of n, by PT at room temperature is possible. Finally,
we investigate the dependence of the FES signal intensity on the electron density of the
2DEG.

EXPERIMENT AND SPECTRA ANALYSIS

Five samples were fabricated by molecular beam epitaxy on 2 inch semi-insulating
GaAs (001) substrates. The general structure from the top free surface to the substrate
was: (500 A) n+ 2.5x101s cm -3 GaAs cap/ (100 A) undoped GaAs/ (500 A) undoped
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AlomjGaomAs/ 6- doped layer/(thickness L. ) undoped AlomGaomAs spacer /(130 A)
undoped Ino.isGao."As channel/(0.8 pm) undoped buffer/semi-insulating (001) GaAs sub-
strate. The n-type 6-doping was varied in the range between 8.0 x 1011 and 2.5 x 1012 cm - 2,
while the spacer layer L, was grown at three values of 20, 40 and 60 A , as seen in Table I.
The values of sheet electron concentration, obtained dy Hall measurements at 300 and 4.2
K after removal of the cap layer, spanned a wide range between 6.5 x 1010 and 1.6 x 1012
cm -' (See Table I). Phototransmittance measurements were performed by using a conven-
tional experimental set-up9 in which the transmittivity T of the sample was modulated by
a 0.95 mW He-Ne laser. Two values of 15 and 0.75 mW/cm2 of the laser intensity were
used at room and low temperatures, respectively.

TABLE I. Experimental results for the electron density n. and chemical potential 14
determined from the fitting of the Phototransmittance lineshapes of the llh transition. Hall
values are also listed for comparison. All data were obtained at a temperature of 295 K. L. and
6- d are the spacer layer thickness and the planar doping, respectively.

Sample L. 6-d n. (xl0"z cm-3) p. - A, (meV)
(A) (xl0ll cm - 2 ) Hall PT Hall PT

Si 40 8.0 0.65(±0.04) 0.003 -58(±2) -205
S2 40 13.0 5.4(±0.3) 5.2(4.0.4) +5(:k2) +4(+3)
S3 40 17.0 8.4(*0.5) 9.0(+0.6) +23(*3) +26(:k3)
S4 60 25.0 14.0(*0.8) 19.4 +49*4) +71
S5 20 25.0 16.0(*1) - +57(±5) -

The room temperature PT spectra of four of the PM-HEMT structures with different
n, values are shown in Fig. 1. The spectrum of an undoped Alo. 2Gao.esAs/Ino.isGaoaAs
heterostructure QW, used as a reference, with the same thickness (130 A) of the InGaAs
layer is also shown in Fig. 1.
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In all spectra, the signal at the lowest energy is assigned to the ground state transition
1 lh. The features at higher energies, denoted by A in Fig. 1, are associated with transitions
to the second electron level n = 2. Peak B at 1.39 eV, common to all spectra of the PM-
HEMT structures, is considered to be a contribution from the GaAs layers and the GaAs
substrate. The llh transition in the reference sample of Fig. I has an excitonic character
with sharp positive and negative lobes with respect to the baseline. The same transition
in the doped structures, exhibits distinctly different lineshapes whose main characteristic
is a unique step-like signal, more pronounced in S3. Also, it is worth noticing the lacking
of negative lobes in samples S2 and S3. These unusual modulation spectroscopy lineshapes
can be understood in terms of the screening of excitons by the dense 2DEG, combined
with conduction-band phase space filling effects.' Since excitons are screened, band-to-band
transitions with a broadened 2D joint density of states (JDOS) dominate the spectra, and
produce the step-like character of the lineshape. In this sense, PT can probe directly the
constant 2D JDOS in Semiconductor heterostructures. On the other hand, it is seen from
Fig. 1, that the slope of the high energy portion of the 1 lh spectrum depends sensitively on
the value of n,. The slope is negative for samples S1 and S2 but gradually turns to positive
at higher densities (samples S3, S4). This is an effect of phase-space filling, which depends
on the position of the electron chemical potential pe relative to the n = I electron state El.
The same effect is also responsible for the observed decreasing behavior of the 1 lh intensity
with increasing n., as seen in Fig. 1. Note however, that the 1 lh transition is resolved even
if p,, is above the E, level (as in the case of S2, 53 and S4). This is explained considering
that the Fermi-Dirac distribution is broadened by an amount - kBT = 25 meV, which
is of the same order of magnitude as pe - El (see Table I). Because of this, a number of
conduction band states remains unoccupied, so that the absorption process is possible at
room temperature.

For a quantitative analysis of the spectra, we developed a model, based on a previous
work of Dimoulas et al.7 :

AT Oa (Oa L9 (a
T = LAa_-L An. + AI+ Ar+ -) AE] (1)

Here, a is the absorption coefficient and I, r, E are the intensity, broadening and energy
parameters, respectively. By fitting the lIh experimental lineshapes using this model7 , it
was possible to determine p. (and hence n,) by treating it as an adjustable parameter. The
results of the fitting are listed in Table I. Regarding the samples S2 (n. = 5.4 X 1011 cm-2 )
and S3 (n. = 8.4 x10 1 cm- 2 ), the values of p. and n, obtained from PT lineshape fitting
and Hall measurements agree within the experimental error. Values of n. obtained from
PT, are within 10% of those measured by Hall. In contrast, there is a large disagreement
between PT and Hall data for structures S1 and S4 having the lowest and the highest n.
values, respectively. The disagreement in S1 may be explained considering that the 2DEG
is not sufficiently dense to completely screen the exciton so that our model7, in which
only band-to-band transitions are included, is inadequate to describe the PT lineshape. In
S4, the anomalously large and broad negative lobe, is considered to be responsible for the
limited success in fitting the I lh transition. It can be infered, from the preceeding analysis,
that it is possible to determine (with acceptable accuracy) n, values in the range between
5 x 10' and 1 x 1012 cm - 2, by using PT spectroscopy at room temperature.

It is emphasized here, that contributions from the last three terms in eqn. (1) were
found to be negligibly small, not improving the fitting results. In contrast to previous
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reports in undoped ,"° and modulation-doped QW heterostructures"A, where only the terms
(a:18)A,1, (Oo/8E)AE and (8a/19f)A6 were considered, in the present work it was found
that the modulation with respect to n, gave the dominant effect. ITaking into account the
foregoing discussion the following modulation mechanism is proposed. The photoexcited
electrons from the laer modulation source increase the population of the degenerate 2DEG
by a small amount An,. This produces an elementary increase Ap, of the electron chemical
potential which also affects the Fermi factor f. and subsequently the absorption.

As a final remark on Fig. 1, it is noted that there is a significant red shift of the Ilk
transition with increasing n,. The latter is attributed to the combined effects of band-gap
renormalization and electrostatic energy variations'.

THE FERMI-EDGE SINGULARITY.

The temperature dependence of the PT spectra of sample S4 (n, = 1.4 X 1012 cm - 2 ,

at 4.2K) is shown in Fig. 2 a). The IlK photoluminescence (PL) spectrum of the same
sample is shown in Fig. 2 b) for comparison. The assignement of the 1.348 and 1.404
eV PL peaks to the I Ih and 21h recombinations, respectively, is well eshtablished in the
literature2 . Such a PL spectrum exhibiting an intense 21h peak compared to the I lh one,
is typical of a 2DEG system having the Fermi energy E! very close to the bottom of the

second electron subband F,.2

(a) Pttarnmeittance 54: az1.4x1lO'@m4

7 =106K

A

-5-75, I-111 84 C.141
O I

1.15 1.55 .25 .35 1.45

1.15 EN1.GY (eV)PHOTON ENERGY (eV)
PHOTON ENERGY (eY)

FIG. 3. Phototransmittance spectra of

FIG. 2. a) Photo.trsmijtance of sample four of our HEMT structures with
S4 (n = 1.4 x 10' cm") obtained at different values of electron density,
five different temperatures. Letter A obtained at 105 K. The small vertical
marks the signal from the Fermi-edge lines indicate the position of the
singularity b) Photoluminescence of S4 Fermi level. The dotted line marks the
obtained at 11 K. position of the bottom of the n = 2

subband.
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According to a simple estimation Ef - El (vA2/m:)n. = 53.0 meV, while from an
inspection of the PL data of Fig. 2 b), E2 - El " 56 meV, implying that E! is only 3 meV
below the n = 2 level. In this case the n = 2 subband is populated at 11 K. In contrast
to PL observations, the 1 lh transition could not be resolved in the low temperature PT
spectra of Fig. 2 a) due to phase space filling which quenched absorption. In the high
energy part of the spectra, peak C is associated with the n = 3 electron level while a
weak and broad feature, with a high energy tail denoted by B, is attributed to the 21h
band-to-band transition. Superimposed on B, a sharp and intense exciton-like feature A,
consisting of a positive and a weaker negative lobe, dominates the 11 K PT spectrum at
the 21h transition energy.

It is known9'10 that excitons dominate the electromodulation spectra of undoped QWs
at all temperatures. However, in PM-HEMTs with a high value of n. as in the case of S4,
the appearence of an exciton-like PT signature at the 21h transition is not expected, since
the single-electron-hole exciton is considered to be screened by the dense 2DEG. Also, the
temperature sensitivity is unexpectedly large, as seen from Fig. 2 a), where the intensity
of feature A decreases rapidly with increasing temperature. This is in contrast with the
behaviour of peak B, the intensity of which remains constant as the temperature of the
measurement changes. At 185 K, A is only weakly visible at the low energy side of the
dominant peak B, while at 225 K, the former completely disappears from the PT spectrum.
This behaviour, is distingtly different from the one characterizing the excitonic PT and PR
spectra of undoped QWs. In the latter case9'10 , the intensity decreases in a much slower
rate, and the exciton remains strong and well-resolved up to room temperature. This is
also confirmed by the 295 K spectrum of the reference (undoped) sample shown in Fig. 1.

Considering the difference with the well-known behaviour of the single-electron- hole
exciton, it is proposed here that feature A in Fig. 2 a) originates from the modulation of a
correlation-enhanced 21h excitonic absorption. The enhancement is due to the energy prox-
imity of the n = 2 state and the Fermi energy level2, which leads to a many-electron-hole
Coulomb interaction, known as Mahan exciton. The latter manifests itself as an enhanced
absorption peak near the Fermi energy8 (the Fermi-edge singulatity (FES)) exhibiting an in-
creased temperature sensitivity. Indeed, as the temperature rises, the Fermi surface smears
out 2 approximately as -kBT, so that electron correlation weakens, leading to a marked
decrease of the excitonic 21h oscillator strength enhancement. This explains, at least qual-
itatively, the temperature sensitivity of the modulation absorption signal A in Fig. 2 a).
Similar behaviour of the 21h excitonic enchancement has been observed by Scolnick et al. 2

in photoluminescence-excitation (PLE) experiments. In that work, for a sample where E,
was -1 meV below the n = 2 level (a situation resembling that in the present work) a de-
crease in the enhancement by a factor of 0.7 has been observed 2 from 2 to 40 K. This is to
be compared with an estimated decrease of the PT signal intensity, by a factor of 0.3, from
II to 78 K as seen from Fig. 2 a). It is worth mentioning that the 21h excitonic enhance-
ment was not observed in the PR spectra of Yin et al.5, at the lowest attained temperature
of 79 K, although it was clearly present in our PT spectra for the same temperature (Fig.
2 a)). This difference in observation may be explained considering that in the work of Yin
et al.' Ef was a few meV above E2, leaving the n = 2 subband heavily populated. The
latter has probably caused a rapid quenching of the 21h exciton enchancement, similar to
what has been observed by Skolnick et al.3, where the 21h exciton could not be observed
above 38 K in a sample having Ef - E2 = +3.5 meV.

The PT spectra of four of our HEMT samples, obtained at 105 K, are shown in Fig.
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3. The FES signal is not resolved in samples S2 and S3 with the lowest values of electron
density. This is because the Fermi energy is well below the bottom of the n = 2 electron
subband, leaving the latter only lightly populated. The FES feature is clearly visible in
sample S4 where the Fermi level approaches E2 and its intensity is increased in S5 (the
sample with the highest n, value), since in this case the second subband becomes heavily
populated. The increase of the FES signal intensity with increasing electron density further
supports the assignment of this peak (peak A in Fig.2 and 3) to a many-electron-hole
exciton. This behavior is in contrast with the single-electron exciton at 1 lh transition,
which, as shown in Fig. 1, is quenched in the presence of a high density 2DEG.

CONCLUSIONS

Using modulation spectroscopy in pseudomorphic HEMT structures, we investigated
the properties of the two-dimensional electron gas, such as the exciton screening and the
Fermi-edge singularity. Electron density values, obtained by fitting the phototransmittance
spectra at room temperature, were in good agreement with the Hall data for two of the
examined structures.
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ABSTRACT

InP-based lattice matched high electron mobility transistor (HEMT) structures have been
characterized by liquid nitrogen temperature photoluminescence. A phenomenological line
shape model has been utilized to fit photoluminescence spectra in order to obtain key parameters,
such as the subband energies and transition amplitudes. From transition amplitude ratios and sub-
band energies, fundamental quantum well characteristics are inferred. Changes in these parame-
ters are linked to variations in the growth conditions of the epitaxial layer structures.

INTRODUCTION

Lattice matched InP-based high electron mobility transistors (HEMTs) have emerged as a
primary choice for an assortment of microwave applications. To obtain peak performance, the
epitaxial structure and subsequent device processing steps must be optimized. Numerous tech-
niques have been used to characterize the epitaxial structure: variable temperature Hall and
Shubnikov de Haas measurements, 1,2 double crystal X-ray diffraction,3 photorefiectance 4 capac-
itance-voltage (CV) profiling and secondary ion mass spectroscopy (SIMS), 56 and low tempera-
ture (-4 K) photoluminescence (PL).2 In this paper, we present a liquid nitrogen (77 K) tempera-
ture PL characterization technique that utilizes a phenomenological line shape model to fit the
PL spectra. The parameters extracted from the fit, such as the subband energies and transition
amplitude ratios, can be used to determine variations in quantum well composition and symme-
try that can be related to intentional and unintentional changes in the growth conditions. This
technique can provide rapid feedback with little sample preparation.

EXPERIMENTAL DETAILS

The InP-based lattice matched HEMT structures used in this study consisted of an undoped
InALAs buffer layer, a 400 k thick undoped InGaAs channel layer, an undoped InAlAs spacer
layer, a Si delta doped layer, an InAlAs Schottky layer, and an InGaAs cap layer. The structures
were grown in a VG 80H molecular beam epitaxy (MBE) machine, or in a horizontal
atmospheric pressure metalorganic chemical vapor deposition (MOCVD) reactor. All were
grown on Fe-doped [PiP substrates oriented 20 off the (100) plane. For MBE growth,
conventional elemental gallium, indium, and aluminum sources were used with As4 at a growth
rate of 0.6 pm/hr with silicon as the dopant. The InAlAs Schottky layer and the InGaAs cap
layer were doped to a carrier concentration of 3x10 17 cm-3. For MOCVD growth,
Trimethylindium (TMI), trimethylaluminum (TMA), trimethylarsenic (TMAs), trimethylgallium
(TMG) and pure arsine were used as the source materials. 6 Disilane diluted in high purity
hydrogen was the pulse dopant source. One of the samples did not contain a Si doping pulse,
and the InAlAs Schottky and InGaAs contact layers for all three samples were undoped. A
summary of the differences among the samples is given in Table I.
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Table L Summary of Sample Differences.

Sample Method Puised Doped Tgrowth Spacer Thknmes

G23032 MBE yes T1 +60 ts
G23602 MBE yes Ti  ts

M01237 MOCVD yes T2  ts

M01243 MOCVD yes T2  2ts

M01233 MOCVD no T2

The 514.5 nm line of an Ar+ laser was used to excite the samples for the PL spectra. Peak power
densities were between 0.5 and 2 W/cm 2. The signal was dispersed through a I m double
monochromator with a spectral resolution of 0.7 meV, and sensed with a cooled high purity Ge
detector using phase sensitive detection. All spectra were corrected for system response.

LINE SHAPE MODEL

The phenomenological line shape model used to fit 77 K PL spectra has been described in
detail elsewhere,7 and will be reviewed briefly here. It includes transitions between the first two
electron subbands and the first two heavy hole subbands (Since quantum confinement shifts the
light hole subbands to higher energies, they are neglected). The intensity of a direct optical
transition between an electron and hole subband at a given photon energy, hv, depends upon the
joint density of states, D(hv), the respective occupation probabilities of the two subbands, fe(hv)
and fh(hv), and a coefficient, A, which includes the interband matrix element:

I(hv) = AD(hv)fe(hv)fh(hv). (1)

For our 400 A quantum wells, the joint density of states is assumed to be that of a two
dimensional system represented by a broadened step function in photon energy centered on the
bandgap

-,8

D(hv) o 1/I l+exp[-(hv - Eg)/l- }, (2)

where Eg is the energy gap separating the two subbands, r is the broadening parameter, and non-
parabolicity is neglected. The occupation probability of the electron subband is given by a Fermi
distribution, which as a function of photon energy can be written as7

fe(hv) = l/[l+exp(([mb/(me+mh)] hv+[me/(me+mh)]Eg-Ef)/kT)]. (3)

At 77 K, there is insufficient thermal energy to delocalize holes, so their occupation
probability is not given by a Fermi distribution. Also, the strong power densities used in this
work (0.5 to 2.0 W/cm ) preclude the assumption of a Boltzmann distribution for the holes. In
order to fit the PL spectra satisfactorily at 77 K, holes must be available over a considerable
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wavevector (or energy) range suggesting that the holes are spatially localized, due to alloy
disorder or interface roughness.' If the localized bole is assumed to have a hydrogen-like
wavefunction with a characteristic radius aO, 'F(r)=e-V (where =/ao), then the hole probability
distribution in k-space can be written as'0

fh = 1/(l+E/Ewo) 2 , (4)

where Eb=h2k2/2mh is the hole energy (defined as positive with increasing k2) and
Ejoc=hLV/2m h is the hole localization energy. In terms of the photon energy, the hole
occupation probability is7

1, hv<E

fh =  (5)

1 1/{ l+[m /(mn e +m h W] hv-Eg )/E~oc) 2 , hV."
gg

Since asymmetry of a quantum well can mix wavefunctions, the total PL intensity can be
modelled as the sum of all possible direct optical transitions between the first two electron and
first two heavy hole subbands,7

I(nv) = Yi A.. D(hv)fe. (hv)f (hv), (6)tj Ij ei hi

where Aj are the numerical coefficients that include the interband matrix elements. For
transitions involving the first heavy hole subband, E. in Eqs. (2), (3), and (5) is simply the
energy of the relevant electron subband. For transitions involving the second heavy hole
subband in order to keep a single reference energy for multiple transitions, hv is replaced by hv-

eAEhiand E1 c by El-AEb, where AEb is the seperation between the heavy hole subbands.
Details are given in Ref. 7.

To evaluate Eqs. (3) and (5), the in-plane effective masses of electrons and holes must be
known. Electron effective masses have been determined by interband magnetoabsorption mea-
surements" and cyclotron resonance. 2- 3 For doped quantum wells, the electron effective mass
was taken to be 0.049,13 while for the undoped structure a value of 0.041 was used." , 12 In the
absence of any experimental data on quantum wells, the bulk value of 0.47 was used for the
heavy hole effective mass."

RESULTS

Figure 1 shows the 78 K PL spectrum of a typical single pulse doped lattice matched InP
based HEMT (G23062) grown by MBE and the corresponding fit of the line shape model
(dashed line). The agreement between the fit and the data is quite good. There is evidence in the
spectra for at least two transitions denoted by a peak and a low energy shoulder. The peak
corresponds to the e2-hhl transition, and the shoulder corresponds to the el-hhl transition. The
ratio of the numerical coefficients A21 and Ali (equivalent to the ratio of the corresponding
interband matrix elements) determined from the fit is A2 1/All = 6.3. Figure 2 shows a
qualitative schematic of the asymmetric quantum well structure of the InP based HEMT. The
A21/Allratio is not surprising since the asymmetry of the quantum well structure shown in the
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Figure 1. A 78 K photoluminescence spec- Figure 2. Qualitative schematic of an
trum of a single pulse doped lattice matched asymmetric quantum well structure from a
InP-based HEMT grown by MBE. The peak single pulse doped lattice matched InP-
corresponds to the e2-hhl transition, and the based HEMT.
shoulder to the el-hh) transition. The solid
curve is the experimental spectrum" the
dashed line is the fit to the model.

schematic causes a large spatial overlap beween the e2 and hhl wavefunctions compared to that
of the el and hhl wavefunctions. From the fit, the energies of the two lowest electron subbands
(referenced to the top of the first heavy hole subband) are 0.778 and 0.802 eV. The hole
localization energy is 34 meV, corresponding to a spatial localization radius of about 15 A.

Figure 3 shows the 78 K PL spectrum and corresponding fit of a second InP-based HEMT
structure, G23032, grown by MBE. The shoulder intensity of the el-hhl transition is much
stronger relative to the e2-hhl peak intensity than for sample G23062. Sample G23032 was
structurally similar to G23062 except that the InGaAs cap layer was about twice as thick, and the
undoped InAlAs buffer layer was about one third as thick. A comparison between the two
samples for the fitted parameters: A2 1/A1 l, El , E2, and E2-E1, is given in Table II. The table
also shows the 77 K Hall carrier concentrations, n77, and mobilities, 977. The A2 1/A1I ratio was
significantly less for G23032 than for G23062 indicating that the quantum well from G23032
was more symmetric. Also, the 977 value was considerably greater for G23032 than for G23062
suggesting that the degree of ionized impurity scattering from the Si delta doped layer was less
for G23032 than for G23062. SIMS profiles revealed that the Si delta doped layer was
broadened to a much greater extent via surface segregation for G23032 than for G23062.
Broadening of the Si delta-doped layer by surface segregation would reduce the degree of
ionized impurity scattering at 77 K and also cause the InGaAs quantum well to be less
asymmetric, since the electric field between the Si doping pulse and the edge of the well would
be smaller. Sample G23032 was grown at a substrate temperature about 60 degrees hotter than
sample G23062, and the higher growth temperature was believed to responsible for the increased
surface segregation. Sample G23032 showed a slightly higher n77 value than G23062, which
may have been caused by an increased parallel conduction contribution from the delta doped Si
that surface segregated into the InAlAs Schottky layer. The larger El value from G23032
indicated that the In mole fraction in the InGaAs quantum well was lower for G23032 than for
G23062. Finally, from the SIMS profiles of the two samples, it was determined that the InGaAs
quantum well was about 30-40 A wider for G23062. However, the subband energy seperation,
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Figure 3. A 78K photoluminescence Figure 4. Two 78 K photoluminescence
spectrum of a second lattice matched InP spectra of two single pulse doped lattice
based HEUfl G23032, grown by ME. matched lnP -based HEM Ts, M01237 and
Note that the itensity of the el-Mi] transi- M01243, grown by MOCVD. M01243 had an
tion is stronger relative to the e2-hhl peak InAL4s spacer thickness twice that of M01237.
transition than for G23062 (Figure 1).
E2-E1, was slightly greater for G23062 than for G23032 indicating that the effective width seen
by the lower electron subbands is also affected by the slope of the triangular potential at the
bottom of the well.

Figure 4 shows the 78K PL spectra of two MOCVD grown InP-based lattice matched single
Pulse doped HEMT structures, M01237 and M01243, and Table 11 shows the 78 K PL fitted
parameter values and 77 K Hall results. The shoulder intensity of the el-hhl transition was
much stronger relative to the e2-hhl peak intensity, and subsequently the A2 ,/All ratio was
significantly less for sample Mo 1243 than for M01237 attesting that the quantum well from
M 1243 was more symmetric. The El values from the two fits were almost identical indicating
that the In mole fractions in the InGaAs quantum wells from the two samples were similar. tIe
n77 value was considerably less and the A77 value almost double for MO243 than for M0O1237.
The growth parameters from both samples were identical except that MO1243 had an InAlAs
spacer thickness twice that of M01237. A doubling of the spacer thickness would cause O 77 to
increase due to less ionized impurity scattering from the Si doping pulse, n77 to decrease due to
less charge transer from the Si delta doped layer into the IntaAs quantum well, and the

bttom A ftewlquarell shape tohe moreP symetric de two theV rce electricafeld. lthe cmariedsongof

theer/A I ratio and the Hall measurement results confirmed the spacer thickness variation.
InALAs spacer thickness was the same for the two MBE samples and M0uh237, yet the

A2 l/All ratio was significantly less and the n7 value was considerably greater for M01237 than
for the two MBE samples. This comparison indicated that the quantum well for MO01237 was
more symmetric even though it contained a higher electron sheet density. These results could
have been possible if the conduction and valence bands in the well near the InAlAs buffer
interface were lower relative to the Fermi level for sample M O1237 than for the two MBE
samples. In fact, the MOCVD buffer layers have Si concentrations in the low 1016 cm-3 range, 6

whereas the Si concentration in the MBE buffer layers was less than the SIMS detection limit of
5xe 15 cm. Thus the differences in the electrically active Si concentrations between the
MOCVD and MBE InAlAs buffer layers lead to different Fermi energy pinnings in the buffer
layers, which causes the well from M01237 to be more symmetric.

Finally, Table H shows the fitting parameters determined from a fit to the 78 K PL data from
sample M01233, which did tot contain a Si doping pulse. The Am/A ratio of 0.58 was much
less and the E2-En value of 11 meV was much lower for M01233 than or the two MOCVD and
two MBE samples. These values confirm the expectation that the quantum well was much more
symmetric for the sample without the Si pulse than for the other four samples.

215



i7

Table IL Photoluneseence and 77 K Transport Parameters.

077 I 7

Sampl A2 1/All El(eV) E2(eV) E2 -EI(meV) (xlOcM "2 ) (jl04 Cm2/V.s)

G23032 4.5 0.797 0.819 22 3.30 2.92
G23062 6.3 0.778 0.802 24 2.94 2.39
M01237 3.5 0.796 0.816 19 3.94 2.28
M01243 2.1 0.797 0.814 17 3.16 4.28
M01233 0.58 0.807 0.818 11 -

SUMMARY

This work has shown that liquid nitrogen PL is sensitive to subtle variations in InP-based
lattice matched HEMT structures. Quantitative energy and transition amplitude information
have been extracted through fitting a phenomenolgical line shape model to the PL spectra. From
the subband energies, changes in well composition were inferred. Variations of the relative
intensities of the "allowed" el-hhl transition versus the "forbidden" e2-hhl were related to
changes in effective symmetry of the InGaAs quantum well, which was affected by InAlAs
spacer thickness, the degree of surface segregation of the Si delta-doped layer, and the InAlAs
buffer layer quality.
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PHOTOREFLECTANCE CHARACTERIZATION OF InGaAs/GaAs
SUPERIATTICES GROWN ON [111]-ORIENTED SUBSTRATES
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Rensselaer Polytechnic Institute, Troy. NY
'Electrical, Computer, and Systems Engineering Dep. *Physics Department

ABSTRACT

We report the results of a photoreflectance (PR) study of InGaAs/GaAs strained-layer
quantum wells and superlattices (SLSs) grown by MBE on [11 I]B GaAs substrates. Under our
measurement conditions, the PR spectra display features we can relate to the bandgaps of both
materials and to optical transitions in the quantum structures. Using the photovoltaic effect to
vary the surface electric field of our i-n and p-i-n samples in a strictly contactless manner,
we find optical transitions red-shifting with increasing intensity of illumination from a CW
HeNe laser in [I I]-grown structures, a well known effect which can be attributed to the strain-
generated electric field (SGEF) present in these structures. We also find experimental support
for the predicted effectiveness of free-carriers in screening the SGEF and thereby originating
highly non-linear absorption.

INTRODUCTION

In the past, difficulties found in the MBE growth have limited the number of
experimental studies of (111]-oriented InGaAs/GaAs SLSs but we are now able to grow high
quality structures in this orientation'. Compound semiconductor SLSs grown on [11 1]-oriented
substrates feature a SGEF across their layers directed along the growth axis2. These structures
are expected to display novel optical and transport properties as predicted by existing theory,
which may have unique applications'. Photoreflectance (PR) is an established non-destructive
characterization tool of semiconductor microstructures, requiring no sample preparation, and
capable of accurately determining the energy location of even weak electronic transitions' 7 .ln
this study we compare spectra from [111]B- and [100]-grown samples containing single
quantum wells and superlattices. Most of these samples have i-n or p -i-n* diode-like structure
with the thin quantum layers inserted in their intrinsic region, so that under equilibrium
conditions these layers are subject to intense electric fields (<=10'V/cm). These fields can
easily be reduced in a contactless manner by shining a powerful laser light onto the surface
of the sample. In the [I i ]B-grown samples, an SGEF is also present with a magnitude that
can exceed that of the diode's field and pointing in the opposite direction. The SGEF is also
expected to be drastically screened by free carriers". In Fig. I we represent the band diagram
that models these [II I]B structures for the case of just one quantum well. In this particular
material system, the concentration of indium in the well layer determines both the well depth
and the intensity of the SGEF. Published studies of similar [1111 structures include an
observation of the blue shift with increasing electric field of quantum well absorption peaks
and the determination of the SGEF in a contacted p-i-n QW at 77K using the photocurrent
technique', and the contactless measurement of the SGEF through an analysis of the Franz-
Keldysh oscillations obtained about the fundamental gap of GaAs in PR tests of an i-n' QW
sample'. [100] structures in the InGaAs/GaAs system have been extensively studied using PR"".
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Table 1
MBE quantum structures in the InGaAs/GaAs system

Ref. Orient. 0 QW8 QW QW In conc. Type
width pcing M%

_______ (A) (A) ____ ___

G321 [huIB 11 70 140 12 undoped

G342 [11113 10 -60 -140 17.5 p*-i-n*

G345 -a [1111B 1 -100 NA 15 i-n*

G345 -b [1001 1 -100 NA 15'? i-n*

0409 -a (111B 10 -70 -140 -6 ?(PR) p*-i-n'

049-b '100-1 10 -70 -140 -6 ?(PR) p-i-n*

- - --Ec

Ev

n GaAs J iGaAs LO I GaAs J pGaAs

Fig. 1 - Band Jiagram of a (I IIIB-grown p-i-n InGaAs/GaAs strained-layer QW structure.
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Fig. 2 - PR spectra of a [I I IB-grown i-ne InGa.As/GaAs strained-layer QW structure under
two different intensities of CW laser illumination.

40 - - ~ ~ ~ '

G321, CW laser, 1 ND filter
-- G321, CW laser, 2ND filter

% 20 AG321, CW laser, 3ND filter
--------G321, noCW laser
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Fig. 3 - PR spectra of a (11113]-grown undoped InGaAs/GaAs strained-layer superlattice
structure under different intensities of CW laser illuination.
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EXPERIMENTAL

The optimized MBE procedure used to grow on [ll 1B GaAs surfaces has been
described elsewhere'. The main rules are to grow on GaAs Fubs 'ates tilted 3° towards the
(211) direction, to grow at the low-temperature end of the i 19kV19 surface reconstruction
region (about 540*C). and under an As/Ga flux ratio of 10. A total of I I samples grown on
[I 1 B and on [1001 substrates were inspected using PR. The structures of the relevant samples
for this study are presented in Table I. Our photoreflectance setup employs a Schoeffel GH252
high intensity grating monochromator with a focal length of 0.25meter, illuminated by a 350W
quartz-tungsten-halogen lamp. Its output beam is the probe beam for PR and is focused onto
a spot of approximately 6mmxlmm. The whole area of this spot is modulated by the chopped
light of a 1mW HeNe laser, carried by an optical fiber. This modulating beam is defocused on
the sample and has a total power of 14pW over an area of about .25cm2 . These two beams are
powerful enough to produce some undesirable screening of the surface fields on the samples
but prohibitive noise levels prevented their further attenuation. The detector is a silicon
photodiode, preceded by a glass filter that rejects the scattered laser light of 632.8nm. The
signal from the detector is input to a PAR preamplifier and the output of this is fed both to a
DC voltmeter and to a PAR model 124 lock-in amplifier. These two instruments feed their
output to the A/D board of a PC which also reads the wavelength information from the
monochromator. A second HeNe laser, this one not chopped (CW), is available to shine
approximately an additional 35mW/cm' light onto the probe beam spot. Together with a
collection of neutral density filters, this laser can be used to screen the surface field of a
sample and in this way obtain PR spectra under different electric field intensities (three-beam
PR) without need for electrical contacts.

RESULTS OF MEASUREMENTS AND DISCUSSION

Fig. 2 represents two out of a collection of PR spectra obtained from a [III IB i-n+
single QW sample (G345 -a). The only difference between the conditions under which these
spectra were obtained was the intensity of the CW laser beam. In the range of beam intensity
that we were able to scan, spectral features A through G, corresponding to confined transitions
in the quantum well, consistently shift to the red as the CW laser intensity increases, i.e., as
the diode electric field decreases. This effect could be expected 9 and provides evidence for the
presence of SGEF in the quantum well layer. The energy position of the lowest lying of these
features further confirm that indium was incorporated to within the desired concentration during
growth. In analogous spectra of one other sample grown simultaneously with this one but on
a [1001 substrate (G345 -b) our method revealed blue shifts with increasing CW laser beam
intensity as expected in a QW without SGEF. Other authors" have reported finding Franz-
Keldysh oscillations but no quantum well spectral features in similar samples. Fig. 3 represents
a collection of PR spectra obtained from a (III IB all intrinsic material superlattice sample
(G32 1). The most intense feature is at the bandgap energy of GaAs. We do not find any energy
shift of the features as we shine a CW laser light onto the sample. Fig. 4 represents a collection
of PR spectra obtained from a [Il l]B p-i-n superlattice sample (G342). The only difference
between the conditions under which these spectra were obtained was again the intensity of the
CW laser beam. In features A through H we observe a shift to the red as the CW laser beam
intensity increases. In features A through D as the beam intensity keeps increasing we observe
a blue-shift after the initial red shift. For a [1001 p -i-n superlattice sample (G409 -b) we
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Fig. 5 - Proposed band diagram of a (I1 IlIB-grown p-i-n JnaAs/GaAs strained-layer QW
struture under bias.
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obtained exclusively blue-shifts with increasing CW laser beam intensity. A red-shift with
decreasing electric field of a superlattice transition can be due to broadening of superlattice
minibands " ". In the present case the high intensity of the diode field, the sharpness and
high intensity of the observed peaks, the fact that in the [1001 superlattice only blue shifts with
increasing CW laser beam intensity could be found, and the observation of similar red-shifts
with increasing CW laser beam intensity in the [III ]B single QW sample lead us to propose
that in our p-i-n superlattices a near-complete localization occurs (qFDA. where F is the
electric field, D is the superlattice period and A is the width of a miniband). If this is the case
the QWs form a so-called Stark ladder and the red-shifts observed can be interpreted in terms
of single QW levels. Previous work! has demonstrated that reverse biasing the p-i-n diode
it is possible to reach a situation in which the field of the diode perfectly cancels the SGEF
and the quantum well reaches a flat-band situation. At this point the exciton energy position
reaches a local maximum as a function of reverse bias intensity. Our experimental results now
show that a local minimum of the exciton energy position as a function of forward bias exists
in our sample. This suggests that another way to reach the flat-band situation for the quantum
well is to engineer the sample in such a way that under forward bias the free carriers present
screen the SGEF faster than they do the diode field (Fig. 5). At this flat-band point the energy
location of the exciton will reach another local maximum. Between the forward bias local
maximum and the reverse bias local maximum a local minimum such as the one we detected
must exist. In some of our diode-like samples we tried fitting the features above the bandgap
of GaAs to an expression valid in the intermediate field regime of electroreflectance in bulk
materials", a case in which it is possible to observe Franz-Keldysh oscillations. This modelling
was found inadequate, leading us to believe that these features are affected by transitions
involving unconfined levels.
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ABSTRACT

We measured photoreflectance (PR) spectra at different temperatures between
80 and 300 K, and optical absorption (OA) at 3 K on MOVPE grown In 1 .xGaxAs
nearly lattice-matched to InP. x-ray diffraction measurements gave a lattice
mismatch Aa/ao = -0.9.10-3 between ternary alloy and InP, corresponding to x =
0.485. We obtained the energy gap dependence on T from PR spectra. The blue
shift of the gap was accounted for in terms of compositional difference with
respect to the perfectly lattice matched alloy (x = 0.472), and elastic strain;
moreover PR and OA showed evidence of the valence bands splitting at k = 0 due
to interfacial strain, in fine agreement with theory.

INTRODUCTION

There is a great interest in Inl-xGaxAs ternary alloy for the promi. ng
applications in optoelectronic and high-speed electronic devices: Inl.GaxAs-InP
heterostructure lasers emit in 1.3-1.7 gm spectral region which is around the
maximal transmission window of the quartz optical fibers. Usually III-V alloys
are grown on standard substrates, including InP. Therefore the interfacial lattice
matching condition should be carefully controlled to obtain good quality
structures. In fact a lattice mismatch between Inl.GaxAs and InP can produce
undesirable effects, like misfits and dislocation or strain that influence the
device's performances.

It is difficult to grow Inl.GaxAs perfectly matched to InP, with corresponding
x = 0.472. Thus x is usually obtained unintentionally far from desired values even
by about 1%. This leads to a small mismatch (A/ao < 10-3) in the heterostructure,
but it is sufficient to change the material's optical properties.

Biaxial strain produces two effects on the band structure of Inl-xGaxAs: i) it
shifts the band gap at higher or lower energies depending on the sign of the
strain; ii) it removes the degeneracy between the heavy and light holes in the
valence band at k = 0. Generally the band gap value is obtained by
photoluminescence measurements only indirectly [I]. Photoluminescence study
can explore the effect i), but doesn't permit observation of the phenomenon ii) [1].
Instead PR can determine the band gap with higher precision. Moreover OA and
PR at low temperatures permit direct observation of the gap splitting, as reported
by Zielinski et al. [2], also in nearly lattice matched Inl.xGaxAs-InP
heterostructure.
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InlizGa.As layers 0.6 pm thick were grown epitaxially on n-doped InP
substrate by low pressure Metal Organic Vapour Phase Epitaxy. The growth
temperature was 650 *C. Growth rate calibrations were performed to obtain
perfect lattice matched layers.

High resolution x-ray diffraction profiles (HRXRD) were obtained using CuKal
(X = 1.54051 A) radiation and four crystal (Ge, 220) monocromator at room
temperature. They yielded the value of the tetragonal deformation of Inl-,GaAs
epilayer in the direction normal to the interface, i.e. the mismatch
Aa±/a 0=(a.1-a 0 )/a0 , where al is the Inl.GaxAs lattice parameter perpendicular
to the interface and ao is the InP lattice parameter.

PR measurements were performed at near normal incidence with an
apparatus having a HeNe laser as a pump source (X = 6328 A and power 5 mW)
and a 100 W halogen lamp as a probe source. The laser beam was mechanically
chopped at a frequency of 220 Hz. The samples were mounted on a cold finger of a
microminiature Joule-Thomson refrigerator coupled with a programmable
temperature controller performing measurements in the 80-300 K temperature
range.

OA spectra were measured on samples immersed in liquid helium (T = 3 K).
The detection apparatus consisted of a 1402 Spex double grating spectrometer and
a liquid nitrogen cooled Ge detector of North Coast Corp. The light source was a
100 W halogen lamp, mechanically chopped at a frequency of 85 Hz. The signal
was analysed with a lock-in system.

RESULTS AND DISCUSSION

In Fig. 1 we report the PR spectra of the heterostructure at different
temperatures. The lineshapes display typical Franz-Keldysh oscillations (FKO)
which strongly resemble that observed originally by electroreflectance in GaAs [3]
and in Inl.xGaxAs (4,5] for an intermediate electric field regime. The signal AR/R
is of the order of 10-4. According to FKO theory (6], the energy position of the
extrema in the PR spectra may be approximated by

En = Eo + h'Xn (1)

where hl = (h2e2Fs2/8p) I /3, Xn = [3x(n-1/2)/21213 for a 3D critical point; (n = 1,2,...)
is the extreme index; Fs is the built-in surface electric field, and p is the reduced
effective mass in the field direction. From eq. (1) a precise value of the energy gap
E0 at each temperature can be determined plotting En versus Xn. For all
temperatures the plots show remarkable linearity, confirming the identification
of the spectral features as FKO. Moreover PR spectra exhibit a splitted double
band-gap feature as observed by other authors [4] in a sample with a lattice
mismatch Aa/ao greater than our by a factor of two. We note that the intensity of
the signal increases as the temperature decreases and the period of oscillation
strongly decreases implying that, according to eq. (1), also Fs decreases.

We see that at nearly 200 K the main negative peak (centred at 0.77 eV at 210 K)
splits in two substructures which become more resolved by decreasing T, and
which superimposes itself on the FKO behaviour of AR/R. We will explain later
that this behaviour is related to the strain at the interface between InxGaj.xAs
and InP. Now we note that the energy separation between the two split-peaks
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remains the same (- 7 meV) at all temperatures while the energy separation of
any two peaks immediately following the band-gap region decreases as the
temperature (and Fs) is lowered. This is consistent with the predicted behaviour
of the FKO's period vs. Fs. Moreover the overall spectrum shows a blue-shift due
to the increase of the In 1Gal.As gap, lowering the temperature.

Fig. 2 shows the experimental values (dots) of the gap Eo versus T. We fit the
experimental points with the Varshni formula [7]

Eo (T) - Eo (0) - (T+ (2)(T+ P)

where a = 4.10-4 eV K-1, 0 = 182 K, Eo(0) = 0.814 eV are the fit parameters. The fit is
the upper line in the figure, where, for comparison, we draw the Varshni gap
behaviour, taking recent reliable values a = 4.10-4 eV K-1, 0 = 226 K and Eo(O) =
0.803 eV from ref. [8]. We see that our curve (upper) is 7 meV higher at room
temperature and 10 meV at 80 K.

In Fig. 3 the low temperature (T = 3 K) OA spectrum is reported, showing two
excitonic peaks, at 0.806 eV and at 0.813 eV respectively, on the absorption edge.
At higher energies the absorption decreases a little, corresponding to the energy
gap E, = 0.816 eV of the material. We attribute the two peaks to the splitted valence
band with (J = 3/2, mj = ± 3/2) and J = 3/2, mj = + 1/2) [1]. The split value from OA
and PR spectra is the same, and is - 7 meV.

When the lattice mismatch between the epilayer Inl.xGaxAs and the InP
substrate is small (Aa/a0 _< 10-3) and the thickness d _ I gm, the layer lattice has
only a tetragonal deformation. Aa is the difference between the natural
unstrained lattice parameter of the Inl-xGaxAs (a) and InP (ao). Aa/ao is related
to the measured mismatch Aa 1-/aO = 1.8.10-3 of the epilayer in the direction
normal to the surface by the relation [1]

__ C 1 1 A-' 
3ao C11+2C12  (3)

where Cij is the elastic stiffhess of the Inl.xGa.As layer. Taking C11 = 1.016 (1012
dyn/cm 2 ), C12 = 0.509 (1012 dynlcm 2 ) from ref. [9], using the Vegard law we
obtained Aa/aa = -0.9.10-3. This value of Aa/ao corresponds to x = 0.485 to be
compared to x = 0.472 of the perfectly matched alloy.

Both strain and difference in x influence the band gap Eo. The difference (8Eo)c,
due to the compositional contribution, between energy gap values for Inl.xGaxAs
and Inl.x.XGax+AxAs is valuated to be [10]

(SEo)c = 0.505 Ax + 1.11 xAx (eV) (4)

In our case Ax = 0.485 - 0.472 = 0.013 so (8E)c = 13 meV, i.e. the gap increases.
As regards the strain contribution to E0 , the calculated energy gaps between the

conduction and splitted valence bands at k = 0, to the first order in the strain, are
[11]
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E±=-2a C 11 - C 12.:J b C 1 1 + 2C 12 (5

1 C11 C11

where E+ refers to the mj = ± 3/2 band and E_ to the mj = + 1/2 band; E = -a/a; a is
the hydrostatic deformation potential and b is the shear deformation potential
appropriate to strain of tetragonal symmetry; we used a = -7.88 eV, b = -1.75 eV,
from ref. [9].

The gap energy values calculated by the analysis of the FKO and the OA spectra
are mainly determined by the mj = 3/2 band [2]. So the shift (6Eo)8 is relative to E+
of eq. (5). For our sample 8(Eo)8 = -5 meV at room temperature. In conclusion, the
sum of the compositional and of the strain contribution to the gap shift is 8Eo =
(8E)c + 8(Eo), = 8 meV, in agreement with our experimental results, compared
with those of ref. 8 (Fig. 2).

The valence band splitting, from eq. (5), results equal to 6.3 meV by the
following:

AE = E+ -E- = -2b C1 1+2C 12 e = 7.01E (6)
C12

so we attribute the two peaks in PR and AO spectra at low temperatures to the +
and - states iplitted by the strain field. The agreement between the experimental
(- V) and ",I lated value (6.3 meV) of the splitting leads to conclusion that
w coher -iwth.

et's cc,'; kt.r how the strain varies with temperature T [12]. We assume
the ,atrmal rxpansion coefficients ath(InP) = 4.56.10-6 'C-i and for the
Inl.xGaxAs alloy a weighted media of the values ath(GaAs) = 6.63.10-6 *C-1 and
ath(InAs) = 5.16.10-6 *C-1 (from ref. [10)). Thus the absolute lattice mismatch is Aa
= 5.3.10-3 A at room temperature and &a = 6.7.10-3 A at 100 K that leads to a
reduction of the splitting AE of - 1.4 meV. Since our experimental resolution is 1
meV, the distance between the two split peaks in PR spectra appears independent
of T.

CONCLUSIONS

In conclusion we have shown that PR measurements can precisely determine
the gap Eo of thin Inl-xGaxAs epilayers nearly matched to InP substrate (Aa/ao <
10-3). The dependence of Eo on temperature T is in good agreement with the
Varshni relation. Eo results blue-shifted by 8Eo = 7 meV at 300 K and 10 meV at 80
K with respect to the Inl-xGaAs perfectly matched to InP (x = 0.472).
Theoretically this shift is due to two contributions; (6Eo)c = 13 meV (compositional
effect) and (Eo), = -5 meV (strain effect), so that 8Eo = 8 meV agrees well with the
experimental results.

Moreover PR and OA at low temperatures resolved the valence band splitting
due to the biaxial strain, even in samples nominally matched to substrate (Aalao _<
10-3). Experimental splitting energy (- 7 meV at all temperatures) is about the
same as that calculated (6.3 meV), so we can conclude that the lattice mismatch
is elastically adapted (coherent growth).
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Infrared and Raman Spectroscopies



ROON TEPERPATURE NASURMNT OF PHOTOLMIIESCENCE SPECTRA OF SENICON3UCTORS

USING AN FT-RMWG SPECTROPHOTONETER

J. 0. WEBB,' 0. J. DUNLAVY," T. CISZEK," R. K. AHRENKIEL," H. W. WANLASS,"
R. NOUFI," AND S. N. VERNON-
'National Renewable Energy Laboratory (NREL), Golden, CO 80401
Spire Corporation, Bedford, MA 01730

ABSTRACT

This paper demonstrates the utility of a Fourier transform (FT) Raman spectropho-
tometer in obtaining the room-temperature photoluminescence (PL) spectra of
semiconductors used in photovoltaic and electro-optical devices. Sample types
analyzed by FT-PL spectroscopy included bulk silicon and films of copper indium
diselenide (CuInSe), gallium indium arsenide (GaInAs), indium phosphide
arsenide, (nPAs), and gallium arsenide-germanium alloy (GaAsGe) on various sub-
strates. The FTIR-PL technique exhibits advantages in speed, sensitivity, and
freedom from stray light over conventional dispersive methods, and can be used
in some cases to characterize complete semiconductor devices as well as component
materials at room temperature. Recent innovations that improve the spectral
range of the technique and eliminate instrumental spectral artifacts are
described.

Introduction

Photoluminescence (PL) spectroscopy has provided a useful tool for measuring
properties of semiconductor materials used in photovoltaic (PV), electronic, and
optical devices. For example, near-infrared (NIR) PL spectroscopy has been used
to detect light- or heat-induced defects ("dangling bonds") in hydrogenated
amorphous silicon (Si),' to identify shallow donor and acceptor impurities' and
dislocation defects' in crystalline Si, and to predict the efficiency of PV
devices produced from copper indium diselenide (CuInSe,, or CIS) thin films.'
Also, NIR-PL spectroscopy has been used to identify acceptor impurities in
gallium arsenide (GaAs).' Time-resolved photoluminescence (TPL) NIR spectroscopy
with nano-second time resolution has been used to measure recombination
velocities at Al1,Ga,-As/A,Gal.,As interfaces' and to optimize the design of high-
efficiency aluminum gallium arsenide (AlGaAs)-passivated GaAs solar cells.'
Although some of this work has been done at room temperature, detection of PL at
wavelengths longer than 1 jim (the cutoff wavelength for Si and photomultiplier
detectors) using dispersive spectrophotometers has typically required cooling
samples to cryogenic temperatures in order to obtain adequate signal-to-noise
ratios."

Fourier transform infrared (FTIR) spectroscopy offers substantial improvements
in signal-to-noise ratios over dispersive spectroscopy through Jacquinot's
throughput advantage.' Room-temperature PL measurements, with FTIR detection
that exploits this advantage, have been reported on materials that emit PL in the
near-infrared, including indium gallium arsenide (InGaAs)' and the high-T,
superconductor barium bismuthate (BaBiO,)." In the latter work, a coercial FT-
Raman accessory, with a neodymium-yttrium aluminum garnet (Nd-YAG) laser
operating at 1.064 pm as the excitation source, was used with an FTIR spectro-
photometer to measure the PL spectra of the superconductor. However, the
literature, including the comprehensive 1990 review of FT-Raman spectroscopy by
B. Schrader," does not reference the use of FT-Raman spectrophotometers or
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accessories to measure the room-temperature PL spectra of semiconductor
materials, many of which emit PL at characteristic wavelengths in the near-
infrared. We have reported what we believe are the first such measurements."
In this work, we describe more fully the utility of an FT-Raman spectrophotometer
in the measurement of the PL spectra of semiconductor materials and devices at
room temperature.

ExDermental

Silicon, CIS, GaInAs, and InPAs samples were made at NREL in the following
manner. The 0.5-m thick, polished Si sample was cut from a large-grain poly-
crystalline, low-carbon and oxygen rod purified by multiple float-zoning (FZ).
The CIS samples were deposited by vacuum co-evaporation of the elements as
approximately 3-im thick films on molybdenum/glass substrates. Additionally, the
CIS samples were coated with approximately 70-nm thick cadmium sulfide (CdS)
films to form a p-n junction. The CdS films were in turn coated with approxi-
mately 0.6-pm thick, conductive zinc oxide (ZnO) films to give a functional PV
device. The GaInAs samples are single crystal films, approximately 4-Pm thick,
and were grown on crystalline indium phosphide (InP) substrates. The undoped
GaInAs films were grown by metalorganic vapor-phase epitaxy at atmospheric
pressure (APNOVPE) and are highly uniform in thickness and composition, but are
lattice-matched to the InP substrates only for the Ga,4,In,,As composition. The
InPAs samples were also grown using APMOVPE, and consist of a surface layer
several microns thick of uniform elemental composition, but doped to give a p/n
junction. Underneath the doped surface layer is a linearly graded InPAs layer
several microns thick with phosphorus content decreasing to zero at the surface
of the crystalline InAs substrates. Using metalorganic chemical vapor deposition
(MOCVD), GaAsGe alloy layers 3-pm thick were epitaxially grown on GaAs substrates
at Spire Corporation.

FTIR-PL measurements were performed at room temperature using a Nicolet System
910 FT-Raman spectrophotometer with a calcium fluoride beamsplitter and a Nicolet
FT-Raman microscope. The FT-Raman spectrophotometer contains a diode-pumped 1.5-
W Nd-YAG laser with continuous emission at 1.064 pm, a white-light source for
spectral instrument correction, keyboard-controlled laser power, a laser power
meter, a keyboard-controlled sample-focusing stage, gOld-coated reflective
transfer optics, refractive sampling optics, dual Rayleigh line holographic notch
filters, and LN,-cooled germanium (Ge) and indium antimonide (InSb) detectors.
The refractive sampling optics are approximately f type, allowing a high
collection efficiency for emitted radiation. The detectors, beamsplitter, and
filter limit the spectral response of the system to wavelengths between 1.08 and
2.70 rn (1.15 to 0.46 eV).

The laser beam was focused to within a spot 50 pm in diameter on the samples.
Although total laser power incident on the CIS samples was reduced to 2.0 nM, the
minimum obtainable with the diode-pumped laser, for these samples , was
necessary to mask the Ge detector with a metal/fused-silica neutral-density (ND)
filter (Nelles-Griot NO-2) to prevent saturation of the detector. It was not
necessary to mask the Ge detector for the mlcro-FT-PL analyses of Si, for which
150 mW of laser power was used. The GaInAs and InPAs samples were analyzed using
laser power settings between 17 and 350 mW, and the GaAsGe samples were analyzed
at laser power settings between 0.35 and 1.0 W. Excitation power dependance of
the PL peak energies was less than 0.01 eV within these ranges. The InSb
detector was used without filtering to analyze the GaInAs, InPAs, and GaAsGe samples.

234



Photoluminescence spectra were obtained by signal-averaging 100 interferometer
scans collected in 4 min at a resolution of 4 cm", or approximately 0.7 nm. To
reduce the intensity of instrumental spectral artifacts, especially those
contributed by spectral transmittance variations in the Rayleigh line filters,
the PL spectra were divided by the emissivity spectrum (obtained by scattering
from potassium bromide powder) of a white-light source. A tungsten filament
reference lamp (color temp. - 1925 K) was used with the Ge detector, and a
quartz-halogen reference lamp (color temp. - 2300 K) was used with the less
sensitive InSb detector. This procedure produced photometrically accurate PL
spectra in radiance units.

Results and Discussion

The room-temperature, micro-FT-PL spectra of two areas approximately 4 pm in
diameter on the surface of polycrystalline Si are shown in Fig. 1. One spectrum
is taken near the center of a crystal and the other at a grain boundary. In
previous work," we established that the broad, featureless peaks centered at 8818
cm" in Fig. I result from the 1.094 eV indirect PL of Si. The sharp peak at 1127
n superimposed on the PL bands in Fig. 1 is attributable to the first-order
scattering at a Raman shift of 519 cm' by the silicon Raman phonon.'

The primary PL peak in the near-band-gap region results from recombination of
intrinsic excitons.' This broad peak is resolved at cryogenic temperatures into
several distinct peaks that have been associated with dislocation defects related
to strain, impurities, or grain boundaries in the Si. " Although digital
subtraction of the curves in Fig. I revealed no differences in their shapes or
peak positions, the intensity of the FT-PL signal is much less in the area over
the grain boundary than the area in the center of the crystal. The sample was
well polished, so that the intensity difference was probably not caused by
increased scattering at the grain boundary. It is therefore likely that micro-
FT-PL, in conjunction with a motorized microscope stage, could be used for
automated defect mapping of polished Si samples. Tajima" reported room-
temperature, NIR PL mapping of deep defects in Si and GaAs wafers using 647 nm
excitation and dispersive detection; however, the spatial resolution of his
system (0.1 m) is much less than that of the FT-PL (FT-Raman) microscope (4 uAM).

Figures 2 and 3 show the FT-PL spectra of two CIS PV devices having PV conversion
efficiencies of 11.4% and 8.7% for terrestrial solar radiation, respectively.
These spectra were resolved into Gaussian/Lorentzian components using Nicolet
FOCAS Fourier self-deconvolution software. We believe these and spectra shown
in our earlier work'" to be the first room-temperature PL spectra reported for CIS
devices or films, although room-temperature PL spectra have been obtained for CIS
single crystals." The PL spectra of the CIS absorber were collected through the
ZnO and CdS overlayers of the device, which are transparent to the 1.064-M
excitation radiation and to the emitted PL radiation. The high-efficiency device
can be fit by three curves (Fig. 2), while the low-efficiency device required an
additional curve in the low-energy region (Fig. 3). The high-efficiency device
has a stronger PL component at 8700 cm" (1.078 eV) than the low-efficiency
device. FT-PL spectra of these and other devices made by the same process and
having efficiencies between 11.4% and 8.7% show a linear relationship between the
maximum energy of their total fitted FT-PL spectra and device efficiency. We are
currently examining CIS devices made by other processes to determine if this
relationship, which is probably related to higher open-circuit voltages in the
more efficient devices, can be generalized.

235



iI

• 
! °'! < -- Cry sta l Su rface

gcrystalSufc

Figure 1. Nicro-FT-PL spectra of polycrystalline silicon
0.15 W excitation at 1.064 jim

S

InI

1. IS3 EV NAvEtU/O 0. 77 Ev

Figure 2. FT-PL spectrum of 11.4% efficient CIS device
2.0 rai excitation at 1.064 pmn
Naximm of fitted total curve= 1.008 eV

U

a,-

W! 7i 7Mo saw Mo e--
1.153 EV WAVEMIE-R 0.707 EV
Figure 3. FT-PL spectrum of 8.7% efficient CIS device

2.0 mW excitation at 1.064 pm

Maximum of fitted total curve - 0.981 eV

23



II
tf

we

W 007CZ 66 S SOO -toCC
WAVEMMV

Figure 4. FT-PL spectrum of InPAs film (X I 0.19)
0.35 V excitation at 1.064 p

iI

- S.

Figure 5. FT-PL spectrum of GaInAs film (X - 0.399)

35 6W excitation at 1.064 m

:o
'.

.. 0!

'-e

W 7 650 SSW C WW5W 00 W%0
WeVENUMqEN

Figure 6. FT-PL spectrum of GaAsGe film (X - 0.40)
0.90 V excitation at 1.064 Il

237



Optical Bowing Plot for Optical Bowing Plot for.
In ape Go In As Samples

1.4 1a u Sape .6

1.2 1.4

ewe, Kt reult- 1.2L1.0 iun a boigP&- car CM treeult--)I/
4 waerutad 0.061 is a bowing pers-

A / 1.0 Moto f .0"81 /
* /(-- Cum. from /

* meto tS.62 0. -- Cvrv. from

o0.4 -004" " f080 We- guam 304lu. moe .6

0.2 *0.2 A. - . .1

-0.2 0.0 0.2 0.4 0.6 0.63 1.0 1.2 -0.2 0.0 0.2 0.4 0.6 0.0 1.0 1.2

composition Parameter, x. by EPUA Composition Parameter. x. by EPMA

Figure 7. Figure 8.

Optical Bowing Plot for
(GaAs) (Go Samples

1.5

:t 1.4 i'-4 s

IL1.3

t1.2
A 1.1 auiyrnwMuats I

a bot pa eer
.0

a0.9 Xe -66

~0.6
0.

0.6
-0.2 0.0 0.2 0.4 0.6 0.6 1.0 1.2

Composition Parameter. x. by Auger

Figure 9.

2M8



Fi gures 4, 5, and 6 are the room-temperature FT-PL spectra of epitaxially-grown
fIlms of InP.As,,..), GaIn,,As, and (GaAs) (.,(Ge,). on InAs, InP, and GaAs
substrates, respectively. The lmted energy range and optical artifacts that
we reported during earlier measurements" of these materials have been solved by
the InSb detector and holographic notch filters available in the Nicolet 910 and
950 dedicated FT-Raman spectrophotometers, and the spectra are clean and low in
noise. Figures 7, 8, and 9 are optical bowing plots developed from the FT-PL
peak energies measured for a range of these materials having different composi-
tions (x). Figures 7 and 8 show that the FT-PL leak energies are consistently
0.03 to 0.05 eV higher than the literature values expected for InPAs and GaInAs
films having the compositions shown. This my be because of doping in the InPAs
films, and strain in the lattice-mismatched GaInAs films. FT-PL peak energies
of GaInAs films showing visible striations were about 0.01 eV higher than those
of smooth films. The PL peak energies for GaAsGe films shown in Fig. 9
correspond closely to less precise values" obtained by optical absorbance.

We conclude that FT-PL spectroscopy performed using a commercial FT-Raman
spectrophotometer can be a useful tool for characterization of semiconductors
that exhibit PL in the near-infrared, although a more thorough exploration of the
relationships between the FT-PL spectra and the physical properties of the
samples are needed, and an InAs rather than an InSb detector would allow lower
excitation energies to be used to excite PL between 0.74 eV and 0.46 eV. The
technique offers the advantages of speed, sensitivity, and freedom from stray
light over conventional dispersive PL spectroscopy at the same resolution, in
part because of the well-known design improvements of FTIR spectroscopy over
earlier dispersive methods.' Also, the location of the excitation wavelength of
the FT-Raman spectrophotometer close to the band gaps of many semiconductor
materials, e.g., those used in diode lasers, maximizes the power efficiency of
PL processes in these materials." Furthermore, the FT-Raman spectrophotometer
was designed to measure Raman emission, which occurs with mximm quantum yields
of 10". Therefore, an FT-Raman instrument has more than adequate sensitivity
to measure PL, which can occur with quantum yields approaching unity."
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ABSTRACT

Fiber-based Fourier transform infrared spectroscopy for remote in-situ monitoring of
organometallic delivery in organometallic chemical vapor deposition (OMCVD) is presented. The
measurement is based on infrared absorbance of the organometallic reagent in a short single pass
gas cell placed in the gas delivery line of an OMCVD system. The performance of the set-up is
demonstrated for monitoring concentration transients during the delivery of two common OMCVD
precursors, trimethylgallium (TMG) and trimethylindium (TMI). The time to reach saturation is
shown to be faster for a TMG bubbler than for a TMI bubbler. This difference in delivery
behavior is interpreted through a mathematical model of the gas handling lines and the monitoring
gas cell. The utility of the system in monitoring temporal variations in TMI delivery is also
demonstrated. Finally, the ability of the system to detect the chemical species unintentionally
present in the feed lines is illustrated with the observation of methane gas from TMG and TMI
bubblers that have been dormant for a period time. The methane gas is shown to quickly disappear
with repeated used of the bubblers.

INTRODUCTION

Organometallic chemical vapor deposition (OMCVD) is a premier technique for depositing
multilayer structure of III-V and Il-VI compound semiconductors used in the optoelectronic
industry [1,2]. Large scale production has, however, been limited by run-to-run reproducibility in
film thickness and composition because of lack of monitoring of input concentrations of
organometallic sources. Precursor delivery to an OMCVD reactor is usually performed by flowing
a known amount of carrier gas (typically H2) into a stainless steel bubbler containing the
organometallic reagents. The exact amount of the reactant supplied to the reactor is not measured,
but it is estimated by assuming saturation vapor pressure inside the bubbler and furthermore, no
interaction between the reagents and the interior walls of the gas handling system. Thus, in
absence of any monitoring, variations in precursor delivery remain undetected.

The delivery problem is particularly crucial for trimethylindium (TMI), which is a solid under
standard operating conditions. The variation in surface area during evaporation of TMI leads to
uncontrolled variations in the delivery rate, which in turn results in changes in the In content in the
deposited compound semiconductor. The relatively low pressure of the precursor may also
necessitate the heating of the bubbler to increase the feed rate. In that case the amount of material
actually reaching the reactor will be reduced by condensation on gas handling system walls if there
is any cold spot in the gas handling system. The deviation leads to changes in film composition
and corresponding device properties that can only be detected by post-mortem of the final device
structure. Thus, the development of a sensor system for monitoring the organometallic
concentration is a key element in improving control of the OMCVD process.

Current sensor technology is based on measurements of the speed of sound 13] in a binary
mixture of the organometallic precursor and its carrier gas. This approach has been employed
successfully in closed loop control of TMI delivery, but the system is restricted to pressures above
400 torr, and being a physical measurement, it cannot detect the presence of different chemical
species. Ultraviolet-visible (UV-vis) spectroscopy has been demonstrated as a potential optical
monitoring technique [41, but photolysis reactions driven by the UV light cause difficulties with
deposition on windows of the monitoring cell.

Fourier transform infrared (FTIR) spectroscopy is particularly useful for monitoring the
OMCVD process since it is directly probes chemical bonds, is sufficiently simple to be suitable for
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manufacturing applications, and has low energy avoiding photolysis of the organometallic
precursor. Recent advances in fluoride and chalcogenide infrared fibers make it possible to expand
FTIR applications beyond bench-top applications to remote in-situ concentration monitoring.
Fluoride fibers are suitable for monitoring systems with vibrational absorption bands in the
20,000-2200 curl range. With a 90% signal transmission over 5 meters, the fluoride fibers are
suitable for remote sensing applications [5,61. Chalcogenide fibers transmit light in the 3300-900
cm-1 range, which is the primary region of interest for studying organometallic chemistry.
However, remote sensing with this fiber material is limited by adsorption, leading to a 38% loss of
signal over a one meter fiber length. Most organometallic compounds used in OMCVD contain
alkyl groups with strong absorbance in the region around 2800-30 00 cm- 1 corresponding to C-H
vibrational stretching. These vibrational frequencies are within the operation ranges of both
chalcogende and the fluoride fibers.

Previous feasibility studies of measurement of trimethylgallium (TMG) and TMI concentration
have shown promising results [7]. The absorbance was linearly correlated to the partial pressure
in agreement with Lambert-Beer's law. The minimum detection limit for trimethylindium was
0.05 torr for 50 seconds scan time and a 12.7 cm optical path length. In this study, we
demonstrated the use of the FTIR-fiber optics based technique in monitoring the deiivery
characteristics of TMG and TMI reagents.

EXPERIMENTAL SYSTEM & PROCEDURE

The fiber-optics based FTIR system, supplied by Galileo Electro-Optics Corporation, is shown
schematically in Figure 1. The spectrometer is a KVB Analect Diamond-20 with a resolution of 2
cm-I wavenumber. The system is controlled by a Dell 486-50 MHz computer. The IR emission
from the interferometer is coupled into the chalcogenide and fluoride fibers through an optical fiber
launcher. The optical fiber guides the infrared radiation to the sensing region, where the light is
collimated into a 12 mm beam with a prealigned optical collimator module optimized for the mid-
infrared. The signal throughput using both fibers are similar. The collimated beam passes through
the gas cell and is focused into the return fiber with a second pre-aligned optical module. Angular
adjustment on both collimators allows the optical throughput of the system to be optimized. The
fight is then coupled back into the fiber and directed to the detector box. A liquid cooled mercury
cadmium telluride (MCT) detector is used. The detector is equipped, as well, with a computer-
driven optical channel selector (OCS) that allows multiplexing among up to seven sensor points
while using only one spectrometer.

Dell 4W MCT Detector 5
50 MHz --

Temrature P H2
D~nond o20
[Sec Te Gas Pham Reaction and

Concentration MonitoulngCell exhaust

Figure 1. Schematic diagram of fiber-optics based FTR and OMCVD reactor systems.

The experiments were performed in a Crystal Specialties OMCVD reactor system. The reactor
unit was replaced by a gas-cell designed for concentration monitoring and probing gas-phase
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reactions. The 12.7 cm long cell consisted of a quartz tube (2.5 cm O.D.), with quartz flanges
fused to the tube ends. CaF2 windows with o-ring seals were placed at each end and sealed with
stainless steel flanges. The cell could be uniformly heated to 650WC with a resistive heater. The
temperature was measured by inserting a type-k thermocouple through a well into the gas-cell.
Heat and mass transfer analyses showed that transport in the cell was dominated by diffusion
under the conditiens investigated. Consequently, temperature and concentration profiles could be
assumed to be uniform across the cell and inlet effects were negligible.

Ultra-pure hydrogen (99.9995%) from Matteson was used as a carrier gas. The hydrogen
flow rate was held at constant at 60 sccm. A TMI bubbler from Air Products Inc. was employed
along with a TMG source from Texas Alkyl. During the experiment, the TMG bubbler was kept at
-140C and the TMI bubbler temperature was 40°C. Gas lines and the cell were heated to 400C to
minimize condensation of organometallic precursors. The gas handling and cell pressures were
600 tort and 800 tort, respectively.

The experiments were performed in the following manner. The experiments were started by
opening the inlet and outlet valve of the bubbler and closing the by-pass line. The absorbance
spectrum of th' gas mixture was taken every minute. Once steady state concentration in the gas
cell was reached, the carrier gas flow to the bubbler was cut and simultaneously the flow to the by-
pass line was established. The absorbance spectra was recorded at one minute int, rval until the
organometallic precursors were no longer detectable. Most of the measurements were done using
chalcogenide fibers of two meters in total length. The transparency of the chalcogenide fibers in
the infra-red finger print region, allows verification of the peaks observed in 2800-3000 cm-1.

RESULTS AND DISCUSSION

Figure 2 shows absorbance spectra for TMG at different partial pressures. The magnitude ol
the signal at 2918 cm- I (symmetrical C-H stretching) was used to monitor the concentration of
TMG. The corresponding calibration curve of the 2918 cm-1 absorbance as a function of partial
pressure of TMG also appears in Figure 2. The partial pressure of TMG was increased by
increasing the total pressure of the cell by flowing a fixed mixture of TMG and H2 . The
equilibrium partial pressure could be assumed since TMG showed no condensation effects. The
linear relationship between the absorbance ad partial pressure is expected from Lambert-Beer's
law. The concentration of TMG is low enough that pressure broadening is not a significant effect
[8]. TMJ was monitored by following the peak at 2929 cm-1 whose intensity also varied linearly
with the partial pressure of the organometallic reagent [7].

0.6 0.6

0.6 0.5 y 0.0307X R-- 1.00

0.4
0.4

40.30 0.3
0.2 0.3

0.1 0.2

0.1
-0.1 . . 0 . . . . . . . . . .

3200 3100 3000 2900 2800 2700 0 5 I0 15 20

Wavenumtwr (cm".) Pres ure (ton)

Figure 2. (Left) The absorbance of trimethylgallium at different TMG partial pressures.
(Right) Absorbance of TMG at 2918 cm-I as a function (S partial pressure.
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The turn-on behavior of a TMG bubbler which has not been used for two months serves to
demonstrate the ability of the FI'IR technique to monitor concentration transients and detecting
chemical species. Figure 3 shows the evolution of the absorption spectrum as hydrogen flow
through the bubbler is initiated. A narrow sharp peak at 3016 cm-1 attributed to methane is present
at early times whereas the characteristic signature of C-H stretching vibrations in TMG dominate at
later times. Deconvolution of the peak intensities shows the methane concentration reaching a
maximum -4 minutes into the transient and then decreasing exponentially (see Figure 3). The
TMG signal reaches steady state after 5 minutes.

At 16 minutes, the carrier gas flow to the bubbler was closed and simultaneously the by-pass
line was opened. Both the TMG and the methane peaks quickly decreased to zero. A second turn-
on transient, performed 30 minutes after the first run showed a slightly faster approach to steady
state (cf. Figure 3). The methane was reduced below the detection limit of the technique. A third
experiment performed 30 minutes after the second run resulted in the same transient (within
experimental accuracy), indicating stabilization of the bubbler behavior.

TMG > 2nd Run

2918 cm!
nun. , TMG Istrun

I 12
3.3

SCH I" run/4

Lj j - 4

3016 cm' 0 1-1 ....j 0 5 10 15 20 25

3200 3000 2800 0 5 1 15 2 2
Wavenumber (cm"') Time (Sec.)

Figure 3. (Left) Evolution of absorption spectrum during start-up of a TMG bubbler.
(Right) Corresponding temporal variations in CH4 and TMG.

An similar example for start-up of a TMI bubbler is shown in Figure 4. The TMI transients
depend strongly on the history of the bubbler. In this case the bubbler had not been used for 2
days. The trimethylindium could be detected within one minutes after the hydrogen flow to the
bubbler had been established. The first transient displays oscillations in the TMI concentrations as
reported in speed of sound measurements of TMI delivery rates [9]. Subsequent runs 120 min and
150 min after the first experiments show the same behavior, indicating equilibration of the vapor
pressure in the bubbler.

CH4 is again observed during the start-up phase. After the third run, it is not detectable. The
CH4 signal of methane is strongest when the bubbler has not been used. This behavior suggests
that CH4 is most likely generated from reactions of TMI and TMG vapors with small amounts of
moisture unintentionally introduced during shut-downs from previous experiments. The presence
-%f small amounts of CH4 is not likely to effect the outcome of the film growth, since it is a stable
molecule at typical deposition temperatures [10]. However, it would influence the accuracy of
organometallic delivery measurement from the speed of sound in the mixture. The FTIR would
have further advantage detecting the presence of oxygenated solvents left over during the synthesis
of organometallic precursors.

Finally, to demonstrate the use of the method in monitoring TM! concentrations during growth
runs, Figure 5 shows TMI variations over several hours. The observed variations are well known
for the solid TMI precursor (3,4,9], and if unmeasured they will result in difficulties in
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reproducing In contents between growth runs. The signal from IR detector could be fed-back to a
carrier gas flow or bubbler temperature controller to insure constant TM! delivery.

3 I

01.5-
1.5

0 5 10 15 20 25 30 35 0 4 8 12 16 20
Time (min) Time (min)

Figure 4. Transients of TMI (left) and CI4 (right) during three successive usage of a TMI
bubbler. Curve 1 is for a bubbler that has not been used for 2 days, curve 2 is 120
min after the first usage, curve 3 is 150 min after the first usage.
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Figure 5. Temporal variation in TMI partial pressure.

In order to further characterize the response of the gas cell to transients in organometallic
precursors, the process dynamics are modelled. The gas handling system behaves essentially as a
plug flow reactor [11], i.e., when a change in concentration is made at the run-vent valve, the time
lag, TL, before it shows up in the gas cell measurement is:

L
L (1)

V
Here L is the length of the gas line between the valve and the cell and v is the gas velocity in the
tube. As discussed above, the concentration and temperature fields within the cell may be
considered to be well mixed. The response to a step increase in concentration of organometallic
reagent from zero therefore takes the following form [I I]:
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c(t)= 0 0 t < L  (2)

c(t)=co{1-exp[-t-rL)jj t> , (3)

Here c(t) is the precursor concentration in the gas cell as a function of time, t. co is the steady state
concentration of the precursors, and rc is the residence time of the gas cell (volume/ volumetric
flow). The model for turning-off the precursor involves equivalent formulas:

c(t) = co  0 t < "L (4)

c(t) = c0 exp[-{TL t>ZJ] (5)

Since Equations (3) and (5) have the same functional form, step-up and step-down data may be
fitted to the same master response curve, say Equation (3).

Data for step-up and steL-down of an equilibrated TMG bubbler (cf. >2nd run Fig. 3) fit the
same functional form as shown in Figure 6 (left band side). The model predicts the delivery line
time lag (L) and cell residence time (TC) within experimental accuracy. The good agreement
between predicted and observed dynamic response implies that the delivery of TMG is not
influenced by artifacts such as condensation in gas lines and on cell walls.

S20- 3

Lo15-1
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Figure 6. (Left) TMG delivery transients.
(Right) TMI delivery transients.

In contrast to the TMG case, the TMI dynamics show difference between step-up and step-
down transients (see Figure 6, right hand side). A fit of the model to data yields a residence time
twice that of TMG, which represents the actual residence time of the gas cell. This behavior
strongly suggests the possibility of condensation of TMI.

CONCLUSION

Fiber optics based FTIR spectroscopy for in-situ monitoring of input concentrations of
organometallic precursors for OMCVD has been demonstrated using TMG and TMI bubbler
dynamics as case studies. As expected based on OMCVD experience, the delivery of TMG is
accomplished without any artifacts whereas the solid source, TMI, displays slow transients and
problems with condensation. In addition to enabling monitoring of the organometallic species, the
technique also detects other species present in the feed mixture. Specifically, methane was
observed in bubblers left unused for a long period of time. The presence of solvents inadvertently
left over from the synthesis of the growth precursors would be detectable by the FTIR approach.
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The residence time models provide a useful tool for diagnosing the possible condensation in gas
delivery lines and the monitoring cell.
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ABSTACT

Fr11 spectroscopy has been used to characterize as-deposited and chemical mechanical
polished (CMP) electrn cyclotron resonance (ECR) plasma based SiOx films. The ECR films were
deposited at different O2/SlH 4 gas ratios in an attempt to very the film stochometry. Transmission
and refiectance-absorbanie it spectral data were combined with CMP removal rate information to
charactaiz the SiOx films and their polishing behavior. The asymmetric O-Si-O stretching (ASM)
and Si-OH vibrational bands were found to be principal sources of information.

As ULSI structures have scaled to sub-micron dimensions, the relative burden of device
operating speed and processing costs have been shifted from active transistors to interconnects. The
increasing number of interconnects required have necessarily led to increased wiring levels. The
increased topography as a result of increased wiring levels have led to stringent requirements for
global planarity to meet photolithography depth-of-focus needs. Chemical mechanical polishing
(CMP) has been recently used to meet these planarzation requirementstl].

In a typical CMP process, the substrate to be planarized is held down against a rotating pad
wetted with a polishing slurry. The polishing pad used is made of a visco-elastic syntactic foamed
polyurethane material while the slurry is a aqueous alkaline solution of fine fumed silica abrasive
partiles[2]. Polishing is believed to occur as a result of diffusion of molecular water into the SiO2
netwrok under stress leading to the formation and subsequent dissolution of silanol species31. The
structural modification induced in the SiO2 glass is of particular interest from a device inter
standpoinL Indeed, damaging effects of the CM? process has been reported recently on 100 num
TEOS based fllms[41.

In this paper, FTrF spectroscopy has been used to characterize SiO2 films deposited using
ECR plasmas at various O2/SiH4 gas flow ratios, and the subsequent response of these films to CMP
processing.

The ECR plasma based SiO2 films were deposited on eight inch silicon substrates using a
Lam EPICT ECR deposition reactor at different O2/SiH4 gas flow ratios. Film thickness and
refractive index of the films was measured using a Rudolph FE I ellipsometer. Film stochomeby
was determined using Rutherford backscattering (RBS) and FTIR spectroscopy.

FIIR spectral measurements were performed on a Nkolet ECHO SS system over the range of
4000-400 cu 1 . Data analysis was performed on a Nicolet S00 spectrometer. Double side polished
substrates were used for all experiments requiring transmission FTIR spectra measurements. A
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prime, unprocessed substrate was used as the background to ensure that the spectra obtained was
solely due to the SiO2 film. For experiments requiring reflectance-absorbance FTIR spectra
measurements, both silicon and metal coated silicon were used as substrates. In each case, the
appropriate substrate without subsequent SiO2 deposition was used as the reference. The
transmission measurements were made at normal incidence using the Nieolet S A room
temperature TGS detector was employed. In the case of reflection measurements, the angle of
incidence was fixed at 15'. All measurements were made at the center of the substrate and with
unpolarized radiation. Both transmission and - -n -- spectra were obtained at 8 cm-I
resolution by coaddng 64 scans. For convenience, the retlectance-absorbance spectra are plotted in
absorbance units, Le., as -Iog(R/R o X 100) where R and Ro are reflectivities of the sample and
reference respectively.

The substrates were polished using a Westech 372 polisher using Cabot SC-112 slurry
available from Rippey Corporatiom SC-112 is a suspension of fumed silica dispersed in aqueous
potassium hydroxide and is comprised of approximately 30 nm sized well formed, amorphous,
spherical primary particles aggregated together in chains of about ten to twenty each. Since FIR
characterization of the substrates is non-destructive, it was possible to examine the each substrate at
intermediate stages of polishing and, therefore, at various film thcknesses. The polishing interval in
each case was 60 seconds.

STRUT R R P DEPOSrrD SO

The overall reactions that lead to SiOX deposition are written a(S]:

0 2"+iW4  - SI02 + H2 (1)
202* +SiH 4  -. Si0 2 +2H 20 (2)
SiH 4 +SiH 4  SixHy+H2 (3)

The characteristics of the SiO2 film are a strong function of the 02 /SiH 4 gas ratio. The first
reaction dominates when the 02 partial pressure is nearly equal to, but slightly higher than that of

Sil. The second reaction
2.1 I I I I dominates in the presence of excess2 Q2 and results in the formation of4 H20. It is possibe that the H20
1.9" formed during the deposition

process is incorporated into the film
as H20, Si-OH or Si-H. The third
reaction dominates when there is

jI? excess of silane and results in the
formation of hydrogenated

Jamorp4o- silicon.
Figure 1 shows the

stochiometry of the deposited films
as determined by RDS as a function

1.3" ofQ/S gas ratio. Th,raio
1.1 1.3 1.5 1.7 1.9 2.1 in the film shows a marked rise

from 1.59 at a 02/SIH# ga ratio of02Si4 Ratio 1.15 to about 2.0 at a 02/SiH4 gas

Fig. 1: Defendc of film stochiometry on gas ratio ratio of 133. From then on, any
durg deposition increase in the 02 /SiM 4 gas ratio
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did not appear to result in any slgnificant chang in film stochicenetry. Thensresults correlate to
measurements o~f refractive index which were found bo be at 1.54 for 02/WH4 Sa ratios of 1.15 but
decreased to 14 -1.47 fcor Oa/SiH4 gas ratios of 1.33 or greater. This suggests a non-linear behavior
in both stxoomtry and refactive index over the gas flow ratio range of 1.1 to 2.M0

Figure 2 is a stacked plot of the transmission spectra obtained for the same unpolished films
whfle figure 3 is a stacked plot of the reflectance-abocebance spectra for the corresponding films.
Transmission spectra of SiOx deposited an Si did not match exactl wih reftectance-abecebauice
spectra of SIOx deposited on metallixed substrates. However, as can be seen in figure 4, we found a
good correlation between the two for as-dieposited film In both cases, at lower 02/SiH4 gas ratios,
the bonded Si-O peak at about 3M5 cm-1 is hardly visible, however, at Oj/Si 4 ga ratios pester
than 1.33. it presence- is evident. In general, the Si-OH content of the film increases as the 02/51H 4
gas ratio is increased from 1.33 to 2.00. The incroporation of hydrogen in the as-deposited films is
evidenced through the presence of two Si-H modes at U84 cm1 and 2250 cm-2. Compared to the
band at 2250 coc, the mode at ON cufr1 appears to be more unifocrly distributed through the film.

EipamZ Transmiussion FII spectra of as-deposted ECR film at different O2SdH5 gas ration
2M0 (top), 1357,1.33 and 1.15 (bottom)

Bgz~ Reflectanc bsace FMI spectra of as-dsp. ECR films at different Oj2SiH4 gas ratios
2.00 (top), 1.357,1.3M and 1.15 (bottom)
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I I - wliypowthadt presence of

excess 02 affects the reaction
11030--mcaimi h rcs une

II preence of Si.K groups i the

1020-- deposited S102. Also, it is evident
from both transmission and

reflctace-aso~anmspectra that
~"1010- the Si.0-Si asymmetric stretch peak

IlXXposition at about 1075 cm-

1000--increases with increasing O2/SiH4
*gas ratio. This is, perhaps,

indicative of changes in density or
strain in the deposited film. Note

990. tha Ot the bending and rocking modes
1070 1075 1060 1065 1090 at about 808 cm-1 and 460 cmrl

Transmission Si-0 ASM Frequency respectively are unaffected by

Figure 4: Correlation between reflectance-absorne an duchngs in2/SH4 gasratio.Also,
tranismission spectra of as-deposted SiOx films note that the reftance-absorbance

spectra actually show structure an
the high frequency shoulder of the asymmetric stretching mode. This frequency shoulder at about
1240 cm~l was found to correlate very well to oxide film thickness.

Figure 5 shows the removal rate of the SiOx films due to Che. The removal rate was
determined for discreet 60 second polishing intervals. increasing the 02 content in the reaction gas
mixture leads to a significant increase in the polishing rate. Note that as the 02 parial pressure in the
chamber is increased, reaction 2 above is favored. Consequently, the resulting films tend to
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figures 2 and 3.
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1.6- Transmission and
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o polished oxide films deposited
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0/i4 gas flow ratios.
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CHARACTEIIZATION OF POLYSILICON FILMS BY RAMAN SPECTROSCOPY
AND TRANSMISSION ELECTRON MICROSCOPY: A COMPARATIVE STUDY*

DAVID R. TALLANT- , THOMAS J. HEADLEY-, JOHN W. MEDERNACH and FRANZ GEYUG-
Sandil National Laboratories, Abuqueu, NM; 68EMATECH. Austin. TX

ABSTRACT
Samples of chemically-vapor-deposited sub-micrometer-thick films of polysilicon were

analyzed by transmission electron microscopy (TEM) in cross-section and by Raman spectroscopy
with illumination at their surface. TEM and Raman spectroscopy both find varying amounts of
polycrystalline and amorphous silicon in the wafers. Raman spectra obtained using blue, green and
red excitation wavelengths to vary the Raman sampling depth are compared with TEM cross-
sections of these films. Some films have Raman spectra with a band near 497 curl, corresponding
to numerous nanometer-scale faulted regions in the TEM micrographs.

INTRODUCTION
Polysilicon films, which have microelectronic applications, are produced by chemical-vapor-

deposition (CVD). The silicon deposited in this manner ranges from fully (poly)crystalline to
amorphous, depending on the conditions in the reactor. Two characterization techniques which
have been successfully, but largely independently, used to characterize silicon structure are
transmission electron microscopy (TEM) and Raman spectroscopy. The electron image produced
by TEM (in either cross-section or "plan" view) provides visual indication of the grain size and
shape of crystalline silicon domains and allows an estimate of the amount of crystalline versus
amorphous structure. The spatial distribution of crystalline and amorphous regions is also
apparent in TEM images. Raman spectroscopy is a light-scattering technique based on the
inelastic interactions between incident photons and phonon modes in the material being
illuminated. The resultant "Raman shift" of the inelastically scattered photons corresponds to the
phonon frequency (energy) involved in the interaction. For single crystal silicon or polyerytalline
silicon with domains of 10 nm or greater in size, the fundamental phonon mode is expressed as a
narrow, symmetric Raman band occurring at a frequency shift (Raman shift) of about 521 cm-"

from the frequency of the incident photons1 . The Raman band of amorphous silicon is broad and
occurs in the 460-490 cm- 1 range1 . This paper presents the results of a joint TEM and Raman
study of sub-micrometer-thick polysilicon films. Cross-sectional TEM images are compared to
Raman spectra obtained with different effective depths of penetration by varying the frequency
(wavelength) of the incident photons. Comparison of the TEM and Raman data provides insights
into the structures of the polysilicon films not apparent from either set of data alone.

EXPERIMENTAL
The polysilicon films were deposited on 150 mm diameter <100> silicon wafers on which

had been grown 140 nm of field oxide. The films were deposited in a rotating disk reactor using
silane or disilane as the source gas under varying conditions of temperature and flow rate.

* This work was performed at Sandia National Laboratories, which is operated for the U.S.
Department of Energy under contract number DE-AC04-94AL85000, and at the Semiconductor
Equipment Technology Center (SETEC) of Sandia National Laboratories, Albuquerque, New
Mexico 87185 and Livermore, California 94550 for SEMATECH under CRADA SC92-1082.
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Samples were prepared in cross-section for TEM analysis. Cross-section pieces were
wafered on a dic g saw, epoxied together ground and polished to - 125 pm thickness, dimpled
on the back side, ion-milled at a shallow angle to perforation and examined in a Phillips CM30
TEM at 300 kV.

Raman spectra were obtained using a triple spectrograph (6 cm-" resolution) with a charge-
coupled detector (CCD). Filin-side surfaces of the samples were illuminated as-received with
100mW of the 457.9 un, 488.0 un and 514.5 nin wavelengths from an argon-ion laser and the
647.1 nm wavelength from a krypton-ion laser. The laser beam impinged the film surface at a 400
angle to it and was focused to an approximately 2 nun by 0. 1 nun line. All Raman spectra in this
paper are presented with a vertical intensity axis and a horizontal Raman shift axis.

EFFECTIVE RAMAN PENETRATION DEPTH
Visible light is strongly absorbed by elemental silicon, penetrating on the order of hundreds

of nanometers. Absorption coefficients vary strongly with wavelength . An estimate of the
effective depth through which Raman signals are obtained is provided by Equation (1);

Xd = finc(cp)/k.[! + finc(pW)] (107nm/cm) (1)
which was derived from Snells Law of Refraction and the absorption relation for radiation, I =
10exp(-k;,x). fmc(Q(p) = cos (sin-I [cosq/n]), where v is the angle of the laser beam propagation

with respect to the film surface, and n is the index of refraction of the film at wavelength X. 10 and
I are the intensities of the ight, respectively, at the surface and at depth x of the film, which has an
absorption coefficient, k; (cm- 1) at wavelength X (same value assumed for incident and
inelasticafly scattered photons). Xd is the depth, in nm, from which inelastically scattered light, as
measured at the film's surface, is lie the intensity of light from inelastic scatter events at the film's
surface. Equation (1) takes into account atenuation of the incident laser photons by the film, the
path of the laser beam in the film and attenuation of inelastically scattered photons during their
propagation out of the film. Using Equation (I) with fp = 400 and k, and n for crystalline silicon

from Aspnes2, the effective penetration depths for the laser wavelengths used in this study are
shown in Table 1. These penetration depths are estimates valid only for crystalline silicon.
Absorption coefficients for amorphous silicon3 are not as well known but appear to be at least ten
times as large as for crystalline silicon, reducing penetration depths proportionately. Reflection
and/or interference effects at the field oxide layer appear to prevent penetration of light past the
field oxide layer.

TABLE 1
Effective Raman Penetration Depth in Crystalline Silicon

Wavelength, nm Xd (nM)
457.9 136
488.0 241
514.5 331
647.1 1473

RESULTS AND DISCUSSION
Figure I shows the TEM micrograph of a polysilicon film and the corresponding Raman

spectra with excitation wavelengths as indicated. The light band at the bottom of the micrograph
is the field oxide layer. Raman scatter from the field oxide was found to be of too low an intensity
to contribute significantly to the Raman spectra presented in this paper, even in situations where
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Figure 1. TEM micrograph and Raman spectra of a polysilicon film. Arrows point to
the effective penetration depth of the excitation wavelength in crystalline silicon.

the excitation wavelength is expected to penetrate to the field oxide layer. Effective Raman
penetration depths (estimated for crystalline silicon - Table 1) for the excitation wavelengths are
also indicated in the figure. The dark/light irregular features in the micrograph are regions of
crystalline silicon. The featureless, smooth areas are interpreted as regions of amorphous silicon.
The micrograph suggests that regions of mixed crystalline and amorphous silicon phases underlie
a crystalline surface. Below a depth of 0.4 lum, the silicon appears to be totally amorphous. The
Raman spectra change as expected for increasing penetration depth with increasing excitation
wavelength. For the shorter excitation wavelengths (457.9-514.5 nm) e Raman spectra show a
narrow band due to crystalline silicon (519 cm- ) and broader band of lower peak intensity due to
amorphous silicon (483 cm- 1), which increases slowly in relative intensity as the excitation
wavelength (and penetration depth) increases. Even if the upper layers of the film were totally
crystalline silicon, only the 647.1 nm excitation wavelength would be expected to penetrate below
the crystalline layers to the totally amorphous region. The Raman spectrum obtained with
647.1 run excitation shows a significantly increased relative intensity in the amorphous silicon
band, corresponding to the totally amorphous silicon layer below 0.4 gum in depth. The high
absorptivity of the amorphous silicon region probably prevents significant penetration of even the
647.1 nm wavelength through the totally amorphous region to the field oxide layer.

Figure 2 shows the TEM micrograph and corresponding Raman spectra of a polysilicon film
with what appears from the micrograph to be a region of largely amorphous silicon overlying
silicon crystallites. With the relatively high absorptivity of amorphous silicon the actual
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Figure 2. TEM micrograph and Raman spectra of a polysilicon film. Arrows point to
the effective penetration depth of the excitation wavelength in crystalline silicon.

penetration of the excitation wavelengths may be I0% of the effective penetration depths for
crystalline silicon (as indicated in Table I and the figure). The 457.9 nm excitation wavelength
does not penetrate past the amorphous layer, so that the 457.9 run-excited Raman spectrum
shows mainly the amorphous silicon band (485 cm-1) with a hint of crystalline silicon (520 cm-1 )
from scattered crystallites. The 647.1 nm excitation wavelength is expected to penetrate between
0. 1 and 0.2 tim in amorphous silicon (100/a of the value in Table 1) and yields a Raman band near
520 cm-1 from the underlying silicon crystalfite layer in addition to the amorphous silicon band.

Figure 3 shows the TEM micrograph of a film with an apparently crystalline but columnar
silicon structure throughout its depth. The associated Raman spectra show a dominant band due
to crystalline silicon (521 cm- 1) plus a low-intensity band peaking near 497 cm- 1. The band near
497 cm- 1 corresponds to neither crystalline silicon nor amorphous silicon. The constancy of the
intensity ratios of the 497 and 521 cm-1 bands for 457.9 and 647.1 nm excitation wavelengths
suggests: one, that the species responsible for the 497 cm-1 band is associated with the columnar
structures and is in approximately constant concentration throughout the depth of the film; and
two, that the 647.1 nm excitation does not penetrate past the field oxide layer (possibly due to
reflection and/or interference effects) to the substrate silicon. If the 647.1 nm excitation
significantly sampled the silicon substrate, the intensity of the crystalline silicon (521 cm- 1) band
should increase relative to the intensity of the 497 cm-1 band.

An expanded image (see Figure 4) of the micrograph in Figure 3 shows numerous striations
or fringes in the columnar silicon structures. These features are believed to be faults or
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Figure 3. TEM micrograph and Raman spectra of a polysilicon film. Arrows point to
the effective penetration depth of the excitation wavelength in crystalline silicon.

dislocations on the nanometer scale. A
micrograph of an annealed film prepared under
similar conditions (Figure 5) does not show the
columnar structures and dislocations, only
relatively large crystalline regions. The Raman
spectrum of the annealed film (Figure 5) lacks
the 497 cm- I band and has a significantly
narrowed band due to crystalline silicon. We
conclude that the Raman band near 497 cm"1

corresponds to the faulting present in the
micrographs of the as-deposited film (Figures 3-
5), which we believe results in nanometer-scale
silicon structures, perhaps only a few unit cells
in extent. Olego and Baumgart 4 observed a
similar Raman band at 490-500 cm- 1, which
they ascribed to surface layers of silicon that act
as grain boundaries for crystalline silicon Figure 4. Expanded TEM micrograph of
inclusions in an SiO 2 matrix. the columnar structures in the polysilicon

film also shown in Figure 3.
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Figure 5. TEM micrographs and Raman spectra of the as-deposited polysilicon film
with a columnar structure (see Figures 3 and 4) and an annealed film.

SUMMARY
TEM micrographs and Raman spectra of polysilicon films provide confirmatory and

complementary information for the identification of crystalline and amorphous phases and their
spatial distribution. Dislocations or faulting in TEM micrographs of columnar structures in
polysilicon films are correlated to a specific band at 497 cm "1 in Raman spectra and are identified
as nanometer-scale silicon structures. Thus, comparison of TEM and Raman data provides
insights not available from either set of data alone. More sophisticated modeling of the effective
Raman penetration depth using accurate values for the absorption coefficient of amorphous as
well as crystallne silicon should improve the correlation between TEM and Raman data.
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PHOTOLUMINESCENCE STUDY OF HYDROGEN-RELATED DEFECTS IN
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* Department of Physics and Measurement Technology, Link6ping University,
S-581 83 Link6ping, SWEDEN.
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ABSTRACT

The effect of ion-implantation followed by a rapid thermal annealing was investigated in boron-
doped silicon using photoluminescence (FL) spectroscopy. The radiation induced defects giving
rise to the G, W and C PL lines are completely passivated by a hydrogen plasma treatment.
However this hydrogen exposure also introduces broa d deep luminescence structure as wellas new sharp FL lines very near the silicon band gap. Up to twelve new lines are observed at lowtemperature (<20K). One of them exhibits a very low exciton localisation energy ( 2 meV)

compared to the value measured for classical shallow donors or acceptors, and is observed only atvery low temperature (<4K). A broad deep PL band with a halfwidth of 30 meV is observed at
around 925 meV. The excitation power dependence and the temperature dependence of the PLintensity of t sharp lines and the broad band are presented. Tentative correlations with the data
currently available in the literature are presented for the understanding of the formation of the
defects associated to the broad band as well as the sharp near band gap PL lines.

INTRODUCTION

The incorporation of hydrogen into crystalline semiconductors has been a matter of intense
experimental and theoretical studies [1] during the last decade, due mainly to the ability of
hydrogen to passivate electrical activity of both shallow and deep level defects. Experimental
techniques such as absorption spectroscopy and electrical measurements are commonly used in
these studies. Although photoluminescence (wL) spectroscopy is a powerful technique for the
study of defects in semiconductors, it does not yet appear to be extensively used in the case of
hydrogen studies, and the list of publications on this topic is limited 2-9]. Therefore the aim of
this work is to present and discuss FL data retrieved on p-type silicon samples after implantation
and hydrogenation treatment. Passivation of the radiation induced defect is observed and two
distinct types of recombination processes are seen after hydrogenation.

EXPERIMENTAL PROCEDURE

Boron doped, (100) oriented, Czochrarski grown silicon wafers have been used in this study.
and they were divided into four parts which were then differently processed. The initial room-
temperature resistivity of the material was 10 ccm.

Ion implantations with mercury ions were performed at nominal room-temperature into a part
of the polished faces of the wafers with doses in the range 5x0 1 3 to 5xl01 4 cm- 2 at 100 keV. A
rapid thermal annealing (RTA) at the temperature of 1000 C was then caried out during 30s. This
treatment is usually done in the device technology and is known to activate implanted impurities
and to remove implantation damage with as little redistribution of the implanted impurities as
possible. After RTA treatment, a hydrogen plasma treatment was performed on one half of the
wafers during 2 hours at 200C in a downstream system as described in Ref.t. Subsequent
conventional thermal annealing of the various samples (implanted or RTA treated or
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hydrogenated) was done in a diffusion furnace in air ambient with the samples placed in a quartz
tube. These annealings were performed during one hour in the temperature range of 50 to 500C.
The samples were given a 20 s dip in HF before and after each annealing. To enable a comparison
and to control undesirable contamination a reference sample (starting material) was also annealed
at the same time as the studied samples. An efficient radiative defect was found to be introduced in
the silicon after the mercury implantation and subsequent annealing, which has recently been
reported separately [10.

Photolmin n sXcoo

PL measurements were done in the temperature range from 2K to - 100K, excited with the
514.5 nm line of an Ar+ ion laser. The luminescence collected from the sample was spectrally
resolved by a double grating monochromator fitted with two 600 grooves/mm gratings blazed at
1.6 jim (SPEX 1404 0.85m). For the detection a liquid nitrogen cooled North Coast EO-817 Ge
detector was used with conventional lock-in technique. The excitation power was around 10
mW/mm2 on the sample with an unfocused laser spot. The spectra were not corrected for the
response of our detection system. Using the 514.5 nm radiation from the Ar+ ion laser as the
excitation source the penetration depth of the excitation light into the silicon crystal is about Igm
at 2K. However the diffusion depth of the photo-generated carriers is much larger and strongly
dependent on the concentration of the defects present in the crystal. However the depth of
characterised material with this laser excitation will cover both the depth' of implantation and of
hydrogenation treatment.

PHOTOLUMINESCENCE RESULTS.

Broad band in the PL spectra

K2O On the part of the samples
T=2K submitted to the RTA treatment

925 meV B 2h alone, no changes of the PL
>- [spectrum were observed, from

a comparison with the PL
spectrum of the starting material

TO (Fig.1. a). The spectra
Ge I B contained the phonon replica of

C1012 V the boron bound exciton (BE) :
a very weak no-phonon (NP)

Gtransition, the transverse-
Iacoustic (BTA), the transverse-
I! BT  optical transition (BTO), the

a two-phonon-replica transition
xl0 (B 2 TO ) and the two-hole-

0.7 0.8 0.9 1.0 1.1 transition (B2h ) of the boron
BE [11]. However in the

Photon Energy (e) spectra taken from the
implanted samples other BE

Fig.l : PL spectra recorded at 2K on the control sample (a), lines are observed. They are the
after implantation with the doses of 1014 cm-2 (b), and after W, G and C lines [1 I], as well
hydrogen treatment (c), respectively. The structure observed as a line located at 1012 meV
around 0.9 eV is due to water absorption, and the labels of the (Fig. 1.b). A typical PL
lines are explained in the text. The parts of the spectra spectrum observed on the
indicated by the arrows are magnifed by a factor 10 as samples after RTA and
specified on the figure. hydrogen treatment (with or
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without implantation) is shown
925 B2 B0in Fig.l.c. Together with the

aphonon replica of the boron BE
additional broad lines or bands

tl are observed. The dominant
band is located at about 925
meV (with a rather large width
of 45 meV), two broad lines as
superimposed on this band are
detected at about 964 meV and
1020 meV and a large

1020 meV background signal spreading
e 1.1-2.0 -e~u. from 0.75 to 1.00 eV completes

the observed spectrum. Various
x sharp PL lines were also

observed in the very near band
0.7 0.8 0.9 1.0 1.1 gap region as will be presented

in the next section.
Photon Energy (eV) The dependence on the laser

excitation power was measured
Fig.2: PL spectra of a hydrogenated silicon sample recorded for the B2TO, W, 1012 meV
at 4K (a), 8K (b), 30K (c), 50K (d), 80K (e), 100K (f) and lines and the broad band (925
140K (b), respectively. nv"'). Their PL intensity was

fu, d to increase linearly with
power, until saturation is obtained at a high enough excitation pow%

The two broad lines (964 and 1020 meV) are more easily observed by increasing the
measurement temperattm since the BE related lines then start to be rapidly thermally quenched, as
shown in Fig.2 (b and c). Above 40K these broad lines (964 and 1020 meV) don't appear in the
PL spectra whereas the dominant band (925 meV) shifts in position to the lower energy side and
decreases in intensity. The variation of the energy position as well as the integrated PL intensity of
the broad band (925 meV) are plotted in Fig.3.a and the Arrhenius plot of the temperature
dependence is displayed in Fig.3.b. A thermal deactivation energy of about 45 meV is determined
by the slope of the straight line fitting the high temperature data.

We have performed an isochronal annealing on the hydrogenated sample and the evolution of
the broad bands is shown in Fig.4. Below 300C of annealing no changes in intensity neither in

102 a)  102 b)
S0 Eth =45 meV

10a 40onM X N X K N104- N 40 -10 -

100  X 1 a0 180 0 0,X , 10 0

] pE - -120

0 5'0 "100 150 00 " 0.1 0.2

Temperature (K) Reciprocal Temperature (K-')

Fig.3: (a) Variation of the energy position (Ep) of the broad band (925 meV) and the band gap
(Eg), and PL intensity of the broad band as a function of the temperature.

(b) Temperature dependence of the broad band detected at 925 meV. The variation of the
0.173 T2

band gap is calculated using the equation : Eg(T) = 1170 - y;636 (meV) where the

temperature T is in K.
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energy position are detected. After 3500C and 400CC heat treatment the broad band is shifted to
higheeegy and a slight decrease in intensity is observed. The broad band has completely
vanished afr annealing at tempernre higher or equal to 450'C.

The near-band up emision.

Together with the broad band observed in the range 1.02 to 0.90 eV sharp PL lines were also
observed in the very near band

T=2K gap region of implanted and
hydrogenated samples, as shown

-. in Fig.5. The labels and energy
.Bpositions (Ep) of these lines

() together with the boron related
. (a BE lines are listed in Table.l, as

well as the calculated localisation
(b) energy (Eloc) if these lines are

considered as NP lines. Their PL
(c) intensity was found to be

independent of the ion
(d) implantation dose. The

dependence on the laser excitation
0.8 0.9 1.0 1.1 power (Ila=) of the PL intensity

Photon Energy (eV) (Iline) shows at low excitation

Fig.4: PL spectra recorded at 2K before annealing (a), power a relation as 'line =
after annealing at 3500C (b), 4000C (c) and 4500C (d) C
respectively, for one hour. -law r, where C is a constant

and n is in the range 0.6<n<l.
Li Fig.6.a shows PL spectra in the

T=2K very near band gap region
BP recorded at various temperatures.

TA L8 The PL intensity of some of these
B NP lines are plotted as a function of

I BMEC the temperature in Fig.6.b. As
Ll I shown in the two figures, the

TA L temperature dependence of the PL
SBMEC L6OA iAr

IIIU Li 1153.2 2
L2 1152.2 3

1.13 1.14 .4.4
Photo Energ lt [3 1149.5 5.7
Photon Energy (eV) L4 1146.6 8.6

Fig.5: High resolution PL spectrum at 2K of a silicon sample
implanted, RTA and hydrogen treated. The label BMEC is M 1143.6 11.6
used for the Bound-Multi-Exciton-Complex lines associated L6 1142.5 12.7
with the nearest BE boron line (BNP and BTA). L7 1141.8 13.4

V Table I: Label, energy position E-o in meV and localisation L8 1140.6 14.6
energy Eioc in meV of the near band gap lines. The energy L9 1139.4 15.8
positions were measured at 2K with an accuracy of ± 0.2 meV L10 1135.3 19.9
and the localisation energies were calculated as: Eioc = ES -
ENp--o, where E=1 169.5 meV is the Si gap and ENp- L11 1133.4 21.8
14.3 meV is the bindifig energy of the FE. L12 1068.1 87.1
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Fig.6: (a) PL spectra after implantation, RTA and hydrogen treatment recorded at the indicated
temperatures.(b) The integrated PL intensity of some of the near band gap lines as a function of
the measurement temperature.
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p4I %
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Photon Energy (meV) Annealing Temperature (°C)

Fig.7e (a) PL spectra at 1.8K after implantation, RTA. hydrogen treatment and subsequent
annealing at the indicated temperatures.(b) The integrated PL intensity at 1.8K of some of the near
band gap lines as a function of the annealing temperature.

intensity of these new near band gap lit's are different. LI and LA decrease in intensity as the
sample temperature increases, wherea Lc .and L8 lines increase in intensity until a maximum is
observed at around 8K and 4K respectivezy before being thermally quenched. No accurate
determination of the thermal activatto -nergy could be done with these data, due to a too weak
PL intensity and a fast thermal quenching. In Fig.7.a PL spectra recorded before and after
isochronal annealing are displayed and the PL intensity of some of the near band gap lines are
plotted versus the annealing temperature in Fig.7.b. The Li and L2 lines show a similar
behaviour with an increase in intensity up to 100"C annealing, followed by an intensity decrease at
about 2000C annealing. They are not observed after annealing at 400 0C. The PL intensity of the
L6 and L8 lines decreases faster as the annealing temperature increases and they are not detected
after 150*C and 200*C annealing, respectively.

DISCUSSION

From the PL results described above it is clearly shown that distinct recombination processes
occur in our hydrogenated silicon samples and they are certainly related to different defects
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involving hydrogen. The deep broad band observed at around 925 meV as well as the two broad
lines observed at 1020 and 964 meV are very similar to those reported after wctive-ion-etching
usinvainos plasma conditions [2-51.

tbroad PL band at 925 meV is then assumed to arise from an electron-hole recombination
process around extended defects where a local modification of the crystalline potential can be
considered. Both electrons and holes could be localised in potential wells due to the highly
strained silicon lattice surrounding these extended defects [61. The broad lines at 1020 and 964
meV can be associated to the NP and TO phonon replica recombinations of the same exciton
bound to a complex defect which probably involves an intrinsic point defect and hydrogen. The
broadening of these lines is assumed to be due to an inhomogeneous strain around this complex
defect.

A series of sharp lines was previously reported in the near band gap region (from 1148 meV to
1095 meV) in samples irradiated by fast neutrons and then treated by hydrogen plasma. These
lines were associated with excitonic transitions at hydrogen donor complexes 181. Moreover sharp
PL lines in the range 1147-1137 meV were also reported from samples first hydrogenated and
then irradiated and annealed [9]. The centres responsible of these lines were suggested to contain
as many as four hydrogen atoms. However the sharp PL lines that we observe very near to the
silicon band gap are different from the Ref.7-9, and are reported here for the first time, to our
knowledge.

All these fines seem to be related to different centers. We never found a correlation between
them, changing the various experimental parameters such as the conditions to create these lines
(implantation dose), or the PL experimental conditions as the excitation power or the temperature.
By comparison with the few similar investigations from the literature cited above we believe that
many parameters must be taken in to account to understand the formation of the centers giving rise
to these sharp PL lines. Firstly the starting material must be considered and it is well known that
with different doping (n or p-type) and growth technique (Czochralski or Float-zone) different
kinds of defects can be created by irradiation or implantation. This probably explains the different
lines observed in our work, as compared to Ref.7-9. The nature of the particle irradiation could
also play a role regarding the nature of created defects, which could be considered as single or
point defects.

We suggest that these lines are associated to the NP recombination of isoelectronic bound
exciton localised at various defects which probably involve hydrogen atoms. One possible model
for these defects would be that they are complex defects formed by hydrogen reacting with
primary defects present after the irradiation, and which may act as a nucleation site for the
formation of more extended hydrogen related defects. More detailed spectroscopic studies will be
necessary to make any definite conclusions about the identity of these defects.
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Abstract

Raman scattering has been used to characterize ultrathin films of D-SiC, ranging in
thickness from 38 nm to 240 nm. These films were prepared on the surface of a <100> Si
substrate by a carbonization process at a temperature of 1300C. In each case, the LO phonon
near 970 cm-' and the TO phonon near 795 cm-' are observed, indicating the formation of O-SiC
crystal. The Raman linewidths and peak positions indicate evidence of nonuniform stress and
disorder. The Raman intensity of the TO phonon is nearly twice the intensity of the LO phonon
measured both with and without the Si substrate, which indicates that the crystal growth was
not entirely confined in the <100> direction.

Introduction

1-SiC is a promising wide band gap semiconductor with potential use for high temperature,
high power, and high frequency devices due to its good structural stability, high thermal
conductivity, and moderate electron mobility.' High quality epitaxial layers are necessary for
the fabrication of these devices. A chemical vapor deposition technique has been developed to
obtain high quality O-SiC epitaxial layers.2 Because SiC has a lattice mismatch of 20 % and a
difference of 8% in the coefficient of thermal expansion, the SiC epitaxial layer is grown on a
buffer layer, formed by carbonizing the Si surface using C3H or C2H4. This transition layer is
necessary to relieve the large lattice mismatch. Although measurements of thick growth films
have been reported,4- Raman scattering measurements from the films grown in this manner have
not yet been reported. We report Raman scattering measurements to study the films of varying
thickness grown in this manner.

Experiment

Carbonized films on (100) Si surface were prepared by reacting (100) surface with propane
(CH,) or ethylene (C2H4) at a temperature of 13000C.6 The substrates for carbonization were
(100) n-type Si wafers with 4-6 fl-cm resistivity. The thickness of the films varied from 38 nm

267

MOL Res. Soc. Symp. Proc. Vol. 324. 01994 Materials Resarch Society



to 240 nrn. The surface orientaions were the same as the (100) substrate, as characterized by
x-ray measurements. Table I summarizes the growth details. To view the SiC sample without
the Si substrate, a window in the substrate was etched away with HFIHNO.

Table L Sample growth conditions.

sumb lknsues TW.m, M Thu PM@M best CMur

A *GPM

B I4OA 1OC n e. Sto 0 gem CH, O.GIpm H

C 1400A I134*M 0 Goa sowl GO gem Cs.I 0.1) Ipm ,I

D 2I00A 1300C 90.. SW 990. C. A 0.4f H.

Raman spectra were measured at room temperature in the backscattering geometry using
the 514.5 rm line from an argon-ion laser. The penetration depth of the 514.5 nm line in li-SiC
was about 400 pim, obtained from the absorption coefficient of 25 cm-'. 7

Results and Discusson

Figure 1 shows the Raman spectra of the thick sample A without the Si substrate. The
configurations for these measurements are (a) Z(XX+XY)Z, (b) Z(XX)Z and (c) Z(XY)Z,
where Z/[100]. This polarization analysis of the Raman spectra allows the orientation of the
sample to be determined. The peaks. at 797.4 cm-' and 973.3 cm-' correspond to transverse
(TO) and longitudinal (LO) optical phonon modes, respectively. The full width at half
maximum of both peaks was 3.4 cn -i. The result is in agreement with the polarization selection
rule of

-3 -A(C)

750 WO0 860 O 9060 1000 1050

WavsutW (c " 1 )

Fig. I. Raman spectra of sample A without the Si substrate. (a) Z(XX+XY)Z, (b) Z(XX)Z
and (c) Z(XY)Z
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7

zinc-blende-type (100) Is-SiC except for the observation of a relatively large transverse optical
phonon mode intensity. The polarization selection rules and the narrow Raman lines are
characteristic of single crystal (100) 1n-SiC. The LO and TO phonon peaks of the free-standing
film (i.e. without Si substrate) were found to shift upward by 0.86 cm-' and 1.22 acm"
respectively, compared with that of the as-grown sample. The SiC films on substrates are under
biaxial stress, because the lattice constant of 13-SiC (4.359 A) is smaller than that of Si (5.430
A). A removal of the substrate reduces this stress and thus shifts the phonon peaks in the
manner indicated above.

A

Wavenor (cm" )

Fig. 2. The Raman spectra of sample B (a) with and (b) without the Si substrate.

The Raman spectra of sample B (a) with and (b) without the Si substrate are shown in Fig.
2. The LO and TO phonon responses are clearly seen in both cases, which suggests the film is a
single crystal. An enhancement of Raman signals of the n-SiC free films with respect to that of
the P-SiC films on the Si substrate is observed, and has been explained by the difference in the
reflection processes at the SiC/air interface and the SiC/Si interface.5 The Raman spectra of
samples C and D are shown in Figs. 3 and 4, respectively, in order to analyze peak position and
lineshape compared to the thick sample A. Asymmetrical broadening, a larger shift in peak
position and a relative intensity switch between TO and LO phonon modes, compared to the
results of sample A, are clearly observed. These are possibly explained by strain' and disorder.9

Thin films on substrates are generally under biaxial stress. The application of this stress
causes polarization-dependent splittings and/or shifts which are linear in the stress: one of the
doublet components becomes the LO phonon while the singlet and the other doublet component
become the TO phonons. The phonon frequencies of each component am expressed by

LO phonon: a, = (0 + A -IAQ ()
3

O '1 -Ail (2)
TOphonon: 2

cis = c°o,+Al i 3
3(3

L6



who r o) and o are the frequencies of the LO and TO phonons in the absence of stress, Af.

is the shift due to the hydrostatic component of the strain, and AG is the shift due to the shear

2-

IS, 2D

o o

Wavamunber (on"-') Wavwunber (cm'
"I )

Fig. 3. The Raman spectrum of sample C Fig. 4. The Raman spectrum of sample D
without the Si substrate. without the Si substrate.

component of the strain.' 71e frequencies of the LA) and TO phonons are expressed as a
function of hydrostatic pressure:

(oLO = (972.7 ±+0.3) +(4.75 ±+0.09)p - (2.5+±0.4) x10-2 p2  (4)
1 o0 = (796.2±:0.3) +(3.88±0.08)p-(2.2+0.4) xI0-'p (5)

where % and t~oin cm-1 and p in GPa.10
The asymmetrical broadening of Raman peak can be explained by disorder4 expected from

the layer with the structural defects." A spatial correlation model in reference 9 can be
employed to characterize disorder induced asymmetrical broadening of Raman peaks. We now
combine equation (4) and (5) with the spatial correlation model to explain the Raman linieshapes
observed in Figs. 2, 3 and 4. Tis combination of two effects approximately fits the measured
Raman data. For better fit, however, one may need to consider a nonuniform distribution of
stress and disorder.

,6 87W0 100 O 1000 1100
WsWaWunb (c(a' )

Fig. 5. Raman spectrua of sample C without the Si substrate. (a) Z(XX+XY)Z, (b) Z(XY)Z
and (c) Z(XX)Z
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A polarization analysis of the Raman spectra for sample C is shown in Fig. 5 (same behavior for
sample D with and without the substrate). The intensity ratio of LO phonon to TO phonon isabout 0.5, independent of polarization configuration and different from that observed in Fig. 1,

which may indicate that the crystal growth was not wholly confined in the <100> direction.

Raman scattering has been used to characterize ultrathin films of n-SiC prepared by a
carbonization process. The Raman linewidths and peak positions indicate evidence of
nonuniform stress and disorder. The Raman scattered intensity from the TO phonons is nearly
twice that of the LO phonons, measured both with and without the Si substrate. In all samples
well-defined LO and the TO phonon modes were clearly observed, suggesting the formation of
crystalline P-SiC.
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ABSTRACT

Study of impurity-induced phonon disordering in Cdl-.xZnxTe alloys is reported
for a variety of samples by using far-infrared reflectivity and Raman scattering
spectroscopy. Substantial differences were noted among the various published
values for the optical phonon frequencies versus x. Contrary to an earlier
Raman study on MBE grown Cdl.xZnxTe/GaAs films, our results within a two-
mode behavior, yield an increase of both the CdTe- and ZnTe-like transverse
optical phonons with x. Unlike earlier speculations for a gap-mode in ZnTe : Cd
of -140-145 cm-1, our Greens function theory predicts it to be at a relatively
higher frequency of -153 cn- 1.

L INTRODUCTION

Considerable efforts have been made in recent years to evaluate the basic
properties of mixed II-VI compounds for applications in photo-voltaic, photo-
conductive and infrared (IR) detection devices. Earlier, narrow band-gap
mercury-cadmium-telluride (MCT) was used as an epilayer in fabricating high
performance optical devices. 1 ,2 However, this material suffers from serious
drawbacks related to the poor lattice stability of its alloys. Since the epitaxial
layers used in IR detector arrays depend critically upon the quality of the surface
and on the substrate, a considerable interest has been stimulated to search for
more stable materials for electro-optical devices. Like other ternary compounds
Cdl-xZnxTe, offers a large tunability with x for both the lattice parameter and for
the band gap. It is at the value x = 0.04 that Cdl-xZnxTe is lattice matched to
Hg0.78Cdo.2 2Te for the infrared detector applications. Although several
studies 1,2 have been performed in recent years to understand the electronic
properties of Cdl-xZnxTe (e.g., band-structure, defect induced deep-electronic
states, etc.) very little attention is paid for the optical examination of its
dynamical behavior.3

The purpose of the present paper is to examine the unique phonon mode
behavior in novel Cdl.xZnxTe alloys by using far-infrared reflectivity, which
emphasizes the transverse optical (TO) modes, and Raman scattering spectroscopy,
which is superior for the longitudinal optical (LO) modes.4 Comprehensive
theoretical calculations are also presented for the disorder-induced phonon, in
CdZnTe by using a phenomenological lattice dynamical theory. Calculated results
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for the compositional dependence of optical phonons will be compared with the
infrared and Raman scattering data. Unlike earlier speculations 5 that the gap-
mode in ZnTe:Cd lies near -140-145 cm-1 our theory predicts it to be at a relatively
higher -153 cm-1 frequency. Group theoretical analysis suggests that the gap mode
exhibits a triply degenerate vibrational state and it should be detected both by IR
absorption and Raman scattering spectroscopy in samples with low Cd-
composition.

H. EXPERIMENTAL

Infrared Reflectivity and Raman Scattering Spectra

The Cdl-xZnxTe ternary alloys (with x ranging from 0.005 - 0.5) used in the present
study were prepared at the Francis Bitter National Magnet Laboratory,
Massachusetts Institute of Technology by reacting the 99.9999% pure elemental
constituents in evacuated quartz tubes.
The x composition values were
calculated from the mass densities.
The far infrared (FIR) reflectivity Cd -xZn Te 300 K
measurements were performed by 1-x A
using a Fourier transform a - = A

spectrometer and a Golay detector " A A
for good signal-to-noise ratios (b) 0.50 AAAAAAAAA

between -50 and 350 cm-1 . Data j;;:A-. A -. 6

were taken at near-normal . x
incidence and at sample '-A AA.*"*A

temperatures of 300, 80, and 20-30 > 0 >
K. Although the main features of 0.20

the IR spectra did not change u
significantly between 80 and 20-30 o( 0.0.
K, small features sharpened r
noticeably at the lowest g)5

temperatures. In Fig. 1, we display V
the IR spectra for Cdl-xZnxTe (with -_

x = 1, 0.5, 0.4, 0.3, 0.2, 0.1, and 0.005) 100 150 200
recorded at 300 K. WAVENUMBER (1/cm)

Fig. 1 Far infrared reflectivity data for bulk Cdl-xZnxTe with
compositions x of (a) 1, (b) 0.5, (c) 0.4, (d) 0.3, (e) 0.2,
(f) 0.1, and (g) 0.005 measured at 300 K.

For alloy semiconductors, the IR spectra in the lo. g wavelength range are mainly
modulated by the transverse optical phonons. A perusal of Fig. I clearly shows a
two-mode behavior between the two end members of the alloy. A single band
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between 160 and 215 cm-1 corresponds to an IR active mode for pure ZnTe,
whereas for x = 0.005 a broad band of CdTe is exhibited between 120 and 175 cm-1.

Figure 2 displays Raman spectra recorded at 80 K for nine Cdl.xZnxTe alloy (with x
= 0.005 - 0.5, and 1.0) samples over the frequency range 100 - 440 cm-1. This range
covers both the first- and second-order phonon features. Because of the (100)
surface of our samples, only LO phonons are allowed in the Raman measurement
geometry. However, a few TO modes do appear in Fig. 2. These features are
attributed to the alloy disordering and/or to the slight deviation from the true back
scattering geometry. For the sample with the lowest x = 0.005 value (c.f. Fig. (2i))
the CdTe-like mode L0 1 and the ZnTe-like mode L0 2 are mixed together. The L0 2
mode appears as a weak shoulder at the high energy side of the L0 1. As x increases
to 0.01 the LO1 and L0 2 modes are clearly resolved (c.f. Fig. (2h)) and for x = 0.03,
these modes are well separated (see Fig. 2g). However, in IR measurements the
two types of phonon modes for these three samples are not dearly recognizable.

For the four samples with x < 0.1
the second-order LO-phonons
(2L0 1, L0 1 +L0 2 and 2L0 2 ) also
appeared between 310 and 380 cm-1.
Their intensities were comparable 80 K
to the first-order features, due to 488 nm Cdl-x x
the incoming resonance at the 488 X = I
n excitation. For samples with x 

0-= 0.2 - 0.5, the LO1 becomes weak. (b)0.50

However, the L0 2 mode still (c)
possesses a clear band shape. The
second-order phonon features are (d L2 .
almost non-observable for these z (e 0.20
samples. For pure ZnTe, the first- I~ Lo'2LO2
order Raman active LO-phonon (.10
210 cm-1) is in excellent agreement TO
with the inelastic neutron (0

scattering data. 6 We also observed (h 001
a second-order (2LO) phonon
feature near 420 cm-1. Results of IR 0) 0.005 A
and Raman scattering experiments 100 ... ,0 400
reported in Figs. 1 and 2 for the low 100 200 300 400
Zn composition have RAMAN SHIFT (1/cm)

demonstrated characteristics of the
lattice dynamics of CdlxZnxTe in
terms of being a two-mode system.

Fig. 2 Raman scattering spectra of bulk Cdl.ZnxTe with
compositions x of (a) 1, (b) 0.5, (c) 0.4, (d) 0.3, (e) 0.2,
(f) 0.1, (g) 0.03, (h) 0.01, and (i) 0.005 measured at 80 K.
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DL THEORY

The dynamical properties of crystalline solids are generally considered in terms of
the response of the medium to the excitation from an electromagnetic wave. The
response may be elastic or inelastic and can be characterized either in terms of a
dielectric function or in terms of a scattering cross section. 3 Here, we are
concerned with the effects of defects on two typical response functions: (i) the
dielectric susceptibility tensor IXaZ,) and (ii) the scattering tensor i In terms
of these response functions the optical properties of Cdl.xZnxTe alloys are studied
using an average-t-matrix (ATM) formalism. The details of our theoretical
formalism will appear elsewhere. 4

The calculations of composition dependent phonon modes in Cdl.xZnxTe were

performed in two steps. In the first step, we used a bond-orbital model7 and
estimated the lattice distortions and there by force variation caused by Zn (Cd)
defects in CdTe (ZnTe). In the second step, the frequencies of impurity vibrations
were obtained by using an ATM formalism. Based on our comprehensive lattice
dynamical study4 , we have suggested that the two-mode pattern is typical of those
ternary A1 ,BC compounds for which the optical bands of the two binary
compounds (AC and BC) do not overlap and where, near the extremes of the
composition range, the impurity modes of minority ions (e.g., AC : B and BC : A)
lie well outside the restrahlen peak of the host crystals. Inspite of the fact that we
do not start with a realistic theory of phonons for the host crystals, the disorder-
activated transverse acoustic (DATA), longitudinal acoustic (DALA), and optical
(DAO) structures in ternary compounds are very well described by the ATM.
Comparison of these calculations for phonons in Cdl-xZnxTe with the IR and
Raman data reported in here has exhibited a two-component structure.

IV. DISCUSSION AND CONCLUSIONS

By combining the infrared and Raman scattering methods, we have studied both
the transverse and longitudinal optical phonons in a variety of bulk Cdl.xZnxTe
samples (with compositions over the range x = 0.005 - 0.5, and 1). The samples
used in the present investigations were grown by the two-zone Bridgman method.
Our experimental results confirm that, within a two-mode behavior, both the
CdTe- and ZnTe-like TO mode frequencies increase with x, unlike any other II-VI
ternary compounds with known phonon modes. The infrared spectra show signs
of clustering behavior like that seen in MCT. 1 It is not clear to us why Olego et al.5

have observed a constant CdTe-like TO frequency versus x for their Cdl-xZnxTe
/GaAs films. One possibility is that the stress from the lattice mismatch between
film and substrate (10-14 %, depending on the x value) might have influenced the
TO frequencies. The other possibility is that the TO modes are not sufficiently
sharp in Raman data to give reliable frequencies.

In the ATM formalism, although the numerical simulation of the density of states
for imperfect systems is complicated, it has provided a meaningful profile of the
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impurity induced spectra both in the optical and in the acoustical phonon
frequency region.4 This profile of impurity induced features in the optical phonon
region is found to be in very good agreement with the IR and Raman data. The
polarization dependent Raman data in the acoustical phonon region is, however,
not available for comparison with the present theoretical results. A study is now
underway, using Raman scattering spectroscopy in different geometries for
detailed polarization selection-rule analyses. The results of such a study will be
reported elsewhere.

Based on an ATM calculation and detailed group theoretical analysis, we suggest
that the gap mode in ZnTe: Cd system lies at a relatively higher frequency - 153
cm-1 than reported in earlier studies.5 This mode exhibits a triply degenerate F2
vibrational state and should be detected both by IR and Raman scattering
spectroscopy in samples with low Cd composition.
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ABSTRACT

A 45 period GaAstA1ouIno.46P superlattice was grown by molecular beam epitaxy using
valved solid-sources to supply both the arsenic (As4) and the phosphorus (P2) group V fluxes.
The room temperature optical transmission spectrum shows evidence of ground state excitons.
Higher energy confined states are exhibited in photovoltage and photoreflectance spectra. Doublets
corresponding to the m=1 through m=7 folded longitudinal-acoustic phonon modes are observed
in the Raman spectrum. Analysis of these phonon doublets enables the structure of the superlattice
to be determined. The interface roughness was found to be approximately 2 monolayers, and the
layer thicknesses were determined to be 82 A GaAs and 48 AI0.54n0.46P.

INTRODUCTION

Group I compositional heterostructures such as AlxGal-xAs/GaAs have been widely
studied and used in a variety of device applications. Group V compositional heterostructures have
attracted interest as well. Arsenide/phosphide (As/P) heterostructures have recently been used in
aluminum-free semiconductor lasers [1] and high speed heterojunction bipolar transistors. [2]
These As/P heterostructures have been successfully grown by metalorganic chemical vapor
deposition (MOCVD) [31 and gas source molecular beam epitaxy (GSMBE) [41 using phosphine
gas to supply the phosphorus flux.

It is somewhat more difficult to grow As/P heterostructures using conventional solid-
source molecular beam epitaxy (MBE). There is significant leakage of both arsenic and
phosphorus fluxes around the mechanical shutters which makes it difficult
to abruptly switch between fluxes. This difficulty can be avoided by using two
independent valved solid-sources to supply the As4 and the P2 fluxes. This new solid-source MBE
technique allows the group V fluxes to be switched abruptly, and Gao.5Tno.5P/GaAs
heterostructures have been grown with minimal group V intermixing between the layers. [5] The
quality of the interfaces in these heterostructures is a critical parameter that will affect the
performance of devices grown using this technique. The optical properties of an
A1o.4n0.46P/GaAs superlattice are discussed in this paper and are used to determine the quality
and width of the interfaces. Evidence of room temperature excitons is exhibited in the optical
transmission spectrum, and confined states of higher energy are observed using photoreflectance
[6] and photovoltage [7] spectroscopy techniques.

Raman spectroscopy is useful for characterizing semiconductor layers. Longitudinal-optic
(LO) phonon energies can be used to determine ternary compositions. [8,9] The longitudinal-
acoustic (LA) Raman spectrum is useful for analyzing the periodicity and roughness of the
interfaces in a superlattice. The new periodicity of the superlattice causes the LA phonon
dispersion curvc to be folded into a smaller mini-Brillouin zone, resulting in the appearance of
doublets in the Raman backscattering spectrum. The energies and intensities of these doublets can
be related to the superlattice periodicity and the interface abruptness respectively. [10] Accurate
models have been developed that determine the doublet peak intensities by considering both the
acoustic and pbotoelastic modulations in the superlattice [11-131, but they rely on information
about the complex photoelastic tensor for the superlattice layers. A simpler model exists that
relates the functional form of the photoelastic modulation to the relative intensities of the LA

*presen address: Depalment of Electrical Engineering, Laboratory for Physical Sciences, University of Maryland,
College Park, MD 20740.

279

Mat. Res. Soc. Symp. Proc. Vol. 324. ©1994 Matevils Research Society



phonon peaks. 1101 This model has been used to characterize interfaces in GaAs/AlAs [141 and
Si/GexSi.x 115] superlattices and is used here to determine the interface widths and the well and
barrier thicknesses present in an A10.n0.46PGaAs superlattice.

EXPERIMENTAL

A 5000 A buffer layer of Ga0.5n0P was grown on a (001) GaAs substrate misoriented
by 20 towards the [11 1A direction. Next, a 45 period A0.54In 0.46P/GaAs superlattice was grown
at 5050 C by solid-source MBE using two valved solid-sources to supply the As4 and P2 fluxes.
The growth rates and ternary composition were determined by measuring the period of the
reflection high energy electron diffraction (RHEED) oscillations prior to the growth. The As4
beam equivalent pressure (BEP) was lx1i0-5 Torr corresponding to a Ga:As atomic flux ratio of
1:2. The P2 BEP was 2x10 "4 Torr corresponding to an (AI+In)/P atomic flux ratio of 1:80. The
group V fluxes were switched automatically using the valved solid-sources and stepper-motor
controlled needle valves. To allow for the finite pumping speed of the group V species from the
growth chamber, growth interruptions of 2 sec and 6 sec were inserted at the AI0.541no.46P on
GaAs and GaAs on AI.54I0.46P interfaces respectively.

Off-resonance Raman spectra were acquired at room temperature in the backscattering
geometry using 5x104 W/cm2 from the 5145 X line of an argon laser. A 1 m double spectrometer
with a system resolution of 2 cm-1 was used to analyze the LO and LA phonon spectra. The
photoreflectance spectrum was recorded using a 4580 A pump beam with a modulation frequency
of 400 Hz and a probe beam from a tungsten light source dispersed through a prism-grating
monochromator. For transmission measurements, the GaAs substrate was selectively etched
(5 H2SO4: 1 H202: I H20) leaving the buffer and superlattice layers. A beam of collimated
white light was then passed through the sample and analyzed by a 1 m double spectrometer. For
the photovoltage measurement, the spectrum was obtained using an electrochemical capacitance-
voltage profiler.

RESULTS AND DISCUSSION

The superlattice structure was characterized using double-crystal x-ray diffraction. Peaks
are observed in the (004) symmetric rocking curve that correspond to the Gao.5Wn0.sP buffer layer
and the superlattice n = 0 average composition and n = ±1, ±2, ±3, and ±4 satellite peaks. The
superlattice periodicity can be calculated from the splitting of the satellite peaks and is equal to
130 A. The inset (lower curve) of figure I shows the optical transmission spectrum from the
superlattice. The spectrum exhibits n = I confined electron to heavy-hole and light-hole
transitions. The appearance of absorption peaks associated with each transition provides evidence
of excitons in the GaAs wells. The upper curve shown in figure I is the photovoltage spectrum.
The features labeled by the arrows coincide with the positions of the n = 1, 2, and 3 confined
electron to heavy-hole transitions. The photoreflectance spectrum shown in figure 2 has features
corresponding to the n = 1, 2, and 3 electron to heavy-hole and light-hole transitions as well.

There is some residual phosphorus incorporation in the GaAs well layers due to the
presence of a background pressure of phosphorus in the growth chamber. Raman spectroscopy
was used to characterize the level of phosphorus incorporation in the GaAs wells. The energy of
the GaAs-like LO phonon peak in the Raman spectrum was shifted from the value expected for a
GaAs binary (292 cm-1) to a lower energy (289 cm-1). By comparing this peak shift to the shift
seen in GaAsl-xPx calibration layers, the phosphorus incorporation was found to be x , 0.02 -
0.03. The well width was then determined to be approximately 82 A by using a finite well model
to fit the n =1 electron to heavy-hole transition energy seen in the transmission spectrum. The
well thickness and superlattice periodicity are consistent with the thicknesses expected from the
growth rates.

The Raman spectrum of the superlattice's LA phonons is shown in figure 3. Folded
doublets of order m ±1, ±2, ±3, ±4, -5, ±6, and -7 can be seen in the spectrum along with a
broad peak around 80 cm-1 associated with zone edge disorder-activated transverse acoustic

280



0.5

o0
n.00.0

n=2 CA

S-0.5

-1.0

600 700 800 900
Wavelength (nm)

Figure 1. Photovoltage spectrmr. (upper curve) showing n = 1, 2, and 3 electron
to heavy-hole transitions. Transmission spectrum (lower curve) showing n = 1
electron to light and heavy-hole exciton transitions.
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Figure 2. Photoreflectance spectrum showing features associated with the n = 1, 2,
and 3 confined electron to light and heavy-hole transitions.
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(DATA) phonons. The visibility of a large number of folded LA phonon peaks in the Raman
spectrum enables an analysis of the interface roughness. Using the photoelastic model, it can be
shown that the intensities of the highest order folded LA phonon doublets are sensitive to the
abruptness of the interfaces and rapidly decrease with increasing interface roughness.

Using the photoelastic model [10], the intensities of the folded LA phonon peaks of order
m can be related to the superlattice composition profile by

1. - on. +I) IP. I (1)

where cam is the phonon frequency, nm is the Bose factor, and Pm is the Fourier coefficient
obtained from the transform of the photoelastic profile, which is proportional to the composition
profile of the superlattice. The interface roughness present in the superattice was determined by
calculating the values of the Fourier coefficients for superlattices with graded interfaces and
comparing these values to the experimental values from the AI0.541n.46P/GaAs superlattice
sample. The relative intensities of the folded LA phonon peaks were calculated for superlattices
with interface widths of 0, 1, 2, and 4 monolayers. The calculated ratios Im / II are plotted in
figure 4: the top solid line is for a superlattice with abrupt interfaces, the upper dashed line is for
1 monolayer of interface roughness, the lower dashed line is for 2 monolayers of interface
roughness, and the bottom solid line is for 4 monolayers of interface roughness. The experimental
values of Im / I l are found from figure 3 using the lower energy peak of each doublet. It can be
seen in figure 4 that the intensities of the higher order LA phonon peaks rapidly diminish with
increasing interface roughness. By comparing the experimental data to the calculated results, we
assign an interface roughness of approximately 2 monolayers to the superlattice.

The relative intensities of the lower order folded LA phonon peaks provide information on
the structure of superlattice. The composition profile of the superlanice can be reconstructed from
the values of the Fourier coefficients (Pm / P1)2 found from the intensities of the 7 folded LA
phonon peaks in the Raman spectrum. The period of the superlattice was already found using
x-ray diffraction and is equal to 130 A. If we assume that the composition profile of the
superlattice is a symmetric function about the center of the GaAs well with a periodicity of 130 A,
the profile can be represented by a Fourier cosine series with 7 terms. The relative magnitudes of
each term in the series expansion can be found using equation (1). The sign of each term was
determined by choosing the series that best fit a square wave in the regions away from the
interfaces. The composition profile resulting from the summation of the terms in the Fourier
cosine expansion is shown in figure 5. The layer thicknesses in the reconstructed composition
profile are 82 A and 48 A and are consistent with the well width that was found by fitting the n = 1
transition energy with a finite well model. The width of the interfaces in figure 5 is approximately
2 monolayers and is consistent with the fit from figure 4.

CONCLUSION

Solid-source MBE was used successfully to grow a GaAs/Alo.54Ino.,P superlattice with
abrupt interfaces and confined exciton states. Raman spectroscopy was particularly useful in
characterizing the superlattice structure. The relative intensities of the first 7 folded LA phonon
doublets were used to calculate the interface roughness (2 monolayers) and the layer thicknesses
(82 A GaAs and 48 A Al0.Min0.46P) of the superlattice.
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CHARACTERIZATION OF INTERFACIAL STRUCTURE
OF InGaAs/InP SHORT PERIOD SUPERLATTICES BY
RAMAN SCATTERING AND HIGH RESOLUTION X-RAY
DIFFRACTION

TERUO MOZUME
Central Research Laboratory, Hitachi Ltd., Kokubunji, Tokyo 185, Japan

ABSTRACT

The x-ray diffraction (XRD) of lnGaAs/InP short-period superlattices (SPSL's) grown on
(001)InP substrates by gas source molecular beam epitaxy (GSMBE) and by gas source
migration enhanced epitaxy (GSMEE) shows that the GSMBE grown SPSL is strain free, and
that GSMEE grown SPSL's with InGa-P and In-As heterointerfaces have strain-induced zeroth-
order satellite peak shift consistent with that in simulation results for the lnGaAs/lnP SPSL with
one monolayer of InGaP and InAs inserted in each interface. Partial destruction of the long-range
order is confirmed by the observation of the extra diffraction peak in GSMBE grown SPSL and
by weak intensity of satellite peaks and nonuniform spacing between satellite peaks in GSMEE
grown SPSL's. Raman scattering shows that the strain is accommodated in the interface layer in
GSMEE grown samples. A confinement model without interface disorder fits the GaAs LO
phonon very well. These results indicate that the local atomic arrangements are tailored by
GSMEE, but that long range-order is impaired by the misfit dislocations in GSMEE grown
SPSL's and by the exchange between As to P at the interfaces in GSMBE grown SPSL.

INTRODUCTION

InGaAs/InP(001) heterostructures are important for microwave devices as well as for
optoelectronic devices, and the performance of these devices is strongly influenced by the
microscopic structure of the heterointerfaces. Atomically abrupt interfaces are more difficult to
create in lnGaAs/InP than in AIGaAs/GaAsl), primarily because residual group V material is
incorporated into the succeeding layer containing different group V species 2).

Several groups have recently attempted to make atomically abrupt heterointerfaces in material
systems containing As and P atoms, such as lnGaAs/InP and (AI)GalnP/GaAs, by molecular
beam epitaxy (MBE) and its variants: gas source molecular beam epitaxy (GSMBE)3,4), chemical
beam epitaxy (CBE)5), and organometallic vapor phase epitaxy (OMVPE) 34). They have tried to
reduce residual group V sources and interchange between As and P at each interface by
interrupting growth and using a special switching sequence for source supply. Migration
enhanced epitaxy (MEE) 6) is effective for making atomically controlled heterointerfaces, since
structures can be grown at low temperatures and with an alternating supply of group III and
group V atoms. High-quality InGaAs/InP short-period superlattices have been grown by
matching the surface atomic number of group III and group V species to the surface site number
at each interface 4, 7-9).

The structure near the interfaces of InGaAs/InP short-period superlattices (SPSL's) has been
investigated by using synchrotron radiation to study the P-K edge and Ga-K edge X-ray
absorption fine structure (XAFS), and by highly sensitive Raman scattering spectroscopy 7-9).

These studies suggest the atomic configuration at the interface can be tailored by GSMEE.
This paper reports Raman scattering and x-ray diffraction investigations of the structure of

InGaAs/InP short-period superlattices and interfaces grown by GSMBE and GSMEE.
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EXPERIMENTAL

Samples were grown in a h. A. 30A e AA

GSMBE system under growth - I
conditions reported in Ref. 8. W 2AL.

Elemental Ga and In were used for - 20 . Ih,.

the group-Ill growth species I .
derived from effusion cells, AsH3 OW 2A .L I

and PH3 were decomposed in ai soq. A

low-pressure thermal cracker cell P,
maintained at 900 OC. To make the I"

heterointerface abrupt, an effusion A

cell shutter and gas switching P
valves were used for switching oo
between AsH3 and PH3. 2 = A

In0.53Ga0.47As/InP short-period
superlattices (Fig. 1) were grown on
(001)lnP substrates by GSMBE (a) (b) (C)

and GSMEE. (a) is GSMBE grown Fig. 1. Sample structures.
((InGaAs)2(InP)2)120 structure (a) GSMBE grown ((InGaAs) 2 /(InP)2)120 superlattice
whereas (b) and (c) are GSMEE (b) GSMEE grown ((InGaAs) 2 /(InP)2 .5)8o superlattice
grown ((InGaAs)2.5(lnP)2.5)80 with InGa-P interfaces
structures with InGa-P and In-As (c) GSMEE grown ((InGaAs) 2.5 /(InP) 2.5) o supedattice
interfaces. The InP growth rate and with In-As interfaces
InGaAs composition were
determined from reflection high energy electron diffraction (RHEED) oscillations, which have
been used to optimize MEE conditions for InP, InGaAs, and lnP/lnGaAs SPSL's. Substrate
temperatures determined by an optical pyrometer were 500 oC for GSMBE and 410 oC for
GSMEE.

X-ray diffraction measurements were performed using a powder 0-20 diffractometer and a high
resolution four-crystal diffractometer (Philips Materials Research Diffractometer). Rocking curves
were simulated using a computer program developed by P. F. Fewster at Philips and based on the
solution of the Takagi-Taupen equations of dynamical diffraction theoryl0 ).

Raman scattering was measured at room temperature and in the backscattering configuration
along the (001) direction. The scattering geometries used were the z(x,y)z and z(x,x)z
configurations. The triple-stage spectrograph (Dilor, model XY), consisting of a subtractive
double monochromator with a focal length of 500 mm for the filter stage and a single
polychromator with a focal length of 500 mm for multichannel detection, was used. Cooled-type
charge-coupled devices (Photometrics, model TK512) were used for multichannel detection. A
double monochromator with a focal length of 1000 mm and a usual photon counting system was
also used. A He-Ne laser and an Ar+ laser were used as excitation sources.

RESULTS AND DISCUSSION

X- dffrction

XRD was used to determine the structural quality of the SPSL's and parameters such as the
period and strain of the layers. The superlattice period A was averaged over the position of the
satellite peaks of order n according to the equation: 11)

A=(ni-nj)/2(sin0ni-sin9nj), (1)
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where ni are the diffraction orders and Oi are the diffraction angles for ni-order diffraction.
Figure 2(a) shows the x-ray diffraction patterns around the inP (002) diffraction for the

GSMBE grown SPSL. No separation between the zeroth-order peak for the SPSL and that for
the nP substrate is observed. A 12.2-A superlattice period is inferred from the spacing between
the ±1st satellites, and fairly in good agreement with the calculated result for the (lnGaAs)2(nP)2
SPSL. As seen from the simulated rocking curves for the (nGaAs)2(lnP)_ SPSL ( Fig. 2(b) ),
the 2nd-order satellite peaks should not appear. The diffraction peak indicated by an arrow in
Figure 2(a) is probably caused by the interface roughness and composition variation due to the
interchange of As and P, which interchange extends over several monolayers5 ). Figure 3(a)
shows the x-ray diffraction pattern around the lnP (002) diffraction for the GSMEE grown SPSL
with In-As heterointerfaces. Separation of the zeroth-order superlattice satellite peak from the lnP
substrate diffraction is observed and is consistent with the simulated high resolution x-ray
diffraction (HRXRD) spectrum of the (InGaAs)2(lnAs)(lnP)2 structure ( Fig. 3(b) ). In the
HRXRD spectrum of the GSMEE grown SPSL with nGa-P heterointerfaces, the zeroth-order
satellite peak is shifted from the InP (002) peak in a manner consistent with the simulated result.
As shown in Figure 3(a), the intensity of satellite peaks ( -1st to 2nd order) is weak, and the
separation between each of the satellite peaks is not uniform. Because the amount of residual As
and P atoms on the interface layer is reduced by optimizing the MEE sequence s), the interface
roughness and composition variation due to the interchange of As and P will not occur in
GSMEE grown SPSL's. And the tailored interface atomic configuration is also suggested by the
P-K edge and Ga-K edge x-ray absorption fine structure analysis8' 9). This nonuniformity of the
satellite peak's separation ( Fig. 2(b) ) is therefore probably caused by dislocation due to the
lattice mismatch strain. The superlattice period calculated from 2nd-order and -1st-order peaks
using equation (1) is 14.7 A and is in fairly good agreement with the period calculated for
(InGaAs)2(InAs)(InP)2 despite the expected lattice mismatch. This suggests that coherently
grown region is limited and long-range order is impaired by the lattice mismatch between the
InAs layer and the lnP and InGaAs layers.

io a InP(002) 106
(a) I05 (a) InP(002)

to' 1o'
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Fig. 2 (a) Expefkmerdal and (b) sinuluted x-ray rocking Fig. 3 (a) Eopenmentat and (b) simulated x-ray rockin
cuves of ((InGaAs)2.o(InP)2.o )2o short-period supeutattice curves of ((InGaAs)2.s(InP) s )9o short-period supertattice

with In-As heteoteraces
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The frequencies of the main optic phonons of a superlattice can be determined both from the
confinement and from the strain in the individual layers. If we use the linear chain model and
assume abrupt interfaces and perfect confinement as standing waves, we can roughly descnbe the
modes confined in the phonon potential well by the bulk energy dispersion of phonon modes
corresponding to wave vectors: 12)

km-=( Pr(n+l)a )m. m=l,---,n (2) Table I Parameters used to calculate Raman shifts

Here a is the lattice constant, n is the InP in& GaAs cGa

number of monolayers in a single slab, lad- CSilM (A) s87 6.0563 5.6533 5.4512
and m is the order of the confined LO K,, 1W LO -1.67 -1.753 -2.0 -1.4S
phonon. Since the optical phonons in anwamonjc K,? Wot LO -z.87 .2.323 -2.7 -2.51
I]-V compounds have negative sp K2-
dispersions, the confinement effect costam K:; for TO -2.57 -2.053 -2.57 -1.50K,2 Icr TO -2.87 -2.623 -2.87 -2.10
results in a red-shift of the superlattice
peaks with respect to the bulk easlic C" 1022 8.329 11.8 14.120
frequency. According to Ref. 13, the C1W~are C,2 5.76 4.526 5.38 6.253feecArit C. 4.60 3.959 5.94 7.047strain-induced shift of the longitudinal (x10o drVcf)

optical (LO) frequencies (Ao)) is
described by:

AO)Io)=(Kl I /2)ezz+(K I2f2)(Exx+Eyy), (3)23 Ac-.1 0cm

where Kij are anharmonic spring constants and 218 cm-

Exx=Eyy and Ezz are the components of the stra :. I GSMBE
tensor in the individual layers. The components 1ii
are calculated using the room-temperature lattice
parameters and considering that the mismatch
strain is confined to each layer: 264.0 cm-'

exx=yya/a 234.5 cm 1  
InGa-P

2=.18 cm 1 I interfaces

w zz=-(2Ci2/Ci I)Wxx, (5)

where Cii and C12 are the elastic compliance S
constant. The parameters used are listed in Table
1. Figure 4 shows the lower-energy Raman band 240 cm- 1  264.0 cm 1

(200-290 cm-1) measured using an Ar+ laser as the 218 cm-1  In-As
excitation source. As in Ref. 14, we assign this interfaces
band to InGaAs optical vibrations. No peak shifts
of the GaAs-like LO phonon line (264 cm-I ) is
observed between samples. From the bulk
dispersion of GaAs 15- 17) and InAsl 8 ,19 ), the
confinement sifts of 2 and 3 monolayer GaAs slab
are -5cm -1 and -3 cm-1, and those of 1, 2, and 3 200 220 240 260 280 300
monolayer InAs slab are -10 cm- 1, -5 cm -I and -3
cm-1. In GSMBE grown SPSL, no strain is Raman shift (cfff
observed in the HRXRD spectrum. Therefore the Fig. 4 Raman scattering spectra of InGAs/InP
observed red-shifts of GaAs-like LO phonon (-6 SPSLs grown by GSMBE and GSMEE using
cm-1 ) and InAs-like LO phonon ( -2 cm- 1) are Ar laser as the excitatior source
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attributed to confinement shifts. These results
imply the interface broadening in GSMBE grown InP4i LO GaP-Nke LO
SPSL is less than one monolayer. Suppose the 336.5cm-\1  / 348.3cm-1
strain is accommodated by the interface InGaP and
InAs monolayer in GSMEE grown samples, the
red-shift of GaAs-like LO phonon is well GSMBE
explained by confinement shift. The red-shift of
about 2 cm-1 observed in InAs-like LO phonon of
GSMEE grown SPSL with InGaP heterointerfaces
is fairly in good agreement with the theory. The InP-like LO GaP-like LO
strain induced blue-shift of the interface InAs LO 342.4CM-1 349.8 cm-1

phonon in GSMEE grown SPSL with InAs /
interface is about 10 cm- I, and the confinement InGa-P
shift for InAs interface layer is -10 cm-I . Therefore e

the total shift is zero. InAs LO phonon peak .
observed in InAs interface SPSL is very close to
that of InAs bulk (238.6 cm-1). The peaks
observed near 218 cm-1 are probably due to InAs InPNike LO
TO phonons. The InAs TO phonon band is fiat, so 340.9 cn-1
the InAs confined TO phonon lines may differ a
little between samples. From the polarization In-As
measurements, peaks near 254 cm-1 observed in intefaces

GSMBE grown SPSL and GSMEE grwon SPSL

with InAs hetero interfaces are not the TO
phonons. The origin of the peaks around 254 cm-1

observed in GSMBE SPSL and GSMEE SPSL
with In-As heterointerfaces is under investigation.

Figure 5 shows the higher-energy Raman band 250 350 450
measured using a He-Ne laser as the excitation
source in the z(x,y)z configuration at room
temperature. This band is assigned to n(Ga)P Fig. 5 Raman spectra of InGaAs/InP SPSL's
vibration20 ). In the GSMBE grown samle and the growriby GSMBE and GSMEE using He-Ne

GSMEE grown SPSL with InGa-P interfaces, laser as the excitation source

strong first order GaP LO phonon lines (348 and
350 cm- 1) and lnP LO phonon line (336 and 342 cm-1) are observed, despite the low
concentrationof Ga-P bonds. This is consistent with the report of a GaP-type vibration that is as
sharp and as intense as that for a nP LO mode with only 1.5 % of the Ga found in nGaP2°).
Soni et al.2 1) reported that in Raman spectra for indium-and- phosphorus rich quaternary
InGaAsP samples, the GaP LO phonon lines are sharp and similar to the lnP LO phonon lines.
No clear GaP line, however, is observed in the SPSL with In-As type interfaces. Well-defined
interfaces are therefore formed by GSMEE.

4. SUMMARY

InGaAs/InP short-period superlattices (SPSL's) grown by gas source molecular beam epitaxy
(GSMBE) and by gas source migration enhanced epitaxy (GSMEE) on (001)InP substrates were
investigated by x-ray diffraction (XRD) and Raman scattering. XRD shows that the GSMBE
grown SPSL is strain relaxed, whereas SPSL's with InGa-P and In-As heterointerfaces grown
by GSMEE have strain-induced zeroth-order satellite peak shift. An extra diffraction peak is
observed in the GSMBE grown SPSL which should not appear from the simulation. The XRD
results of GSMEE grown SPSL's are consistent with the simulated results for the InGaAs/lnP
SPSL with one monolayer of InGaP or InAs inserted in each interface. Raman scattering shows
that the strain is accommodated in the interface layer in GSMEE grown samples. A confinement
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model without interface disorder fits the GaAs LO phonon very well. Clear Ga-P LO phonon
peaks are seen in a GSMBE grown SPSL and in a GSMEE grown SPSL with InGa-P
heterointerfaces. These results indicate that the local atomic arrangements are tailored by
GSMEE, whereas the long-range order is impaired by the misfit dislocations in GSMEE grownSPSL's and by As-P exchange at the interfaces in GSMBE grown SPSL.
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PART V

In-Situ Diagnostics



IN-PROCESS DIAGNOSTIC SYSTEM FOR SEMICONDUCTOR MATERIALS

USING UHV WAFER TRANSFER CHAMBER

F. Uchida, M. Matsui, H. Kakibyashi, M. Koupuchi, A. Mutoh, H. Nagano*
Hitachi Central Research Laboratory, Kokubunji, Tokyo 183.

*Hitachi Advanced Research Labomkty, Hatoyama, Saitama 350-03

ABSTRACT

We have developed a novel stand-alone diagnostic system that can analyze a semiconductor

wafer surface in each process without introducing contamination. This allows us to analyze the

relationship between chemical conditions and device properties.

A UHV (Ultra High Vacuum) wafer transfer chamlr is used between the measuring apparaus

and the semiconductor processes. The chamber vacuum system, which consists of a battery

driven ion pump and a liquid N2 shroud, achieves a pressure of 2 x 10-8 Pa (corresponding to

about 100 min. until one monolayer of contamination has been adsorbed).

Wafer transfer lines have been constructed between semiconductor vacuum procs, CVD
(Chemical Vapor Deposition) and measuring instruments, ESCA (Electron Spectnsopy for
Chemical Analysis) and TEM (Transmission Electron Microscope). Our results from ESCA and

TEM showed measurements that carbon contamination and oxidation was suppressed.

1. INTRODUCTION

In the field of microdectronics manufacturing, adhesion of contamination and disturbance of

crystal structure during processing are severe problems, because they cause poor device

performances, that is, curTent-voltage characteristics. The continuing improvement of device

performance demands new materials and processes. Therefore process optimization based on the

precise apalysis of the contamination and crystal defects can provide increased reliability in

manufacturing.
In present ULSI manufacturing, however, semiconductor devices are fabricated by transfemng

the wafer among various types of equipment in the clean room. Therefore the wafers are subject

to the atmospheric environment during transfer. Figure 1 shows the relation between the

deposition time for monolayer and partial pressure of reactive impurities. At unity sticking
coefficient, atmospheric conditions correspond to 109 sec per monolayer deposition of reactive

impurities. So, it is difficult to separate the infinitestimal contamination and defects based on

prwsess disturbance or those based on wafer transfer. These problems can be resolved by directly

connectin. the arocess eauinment and analysis eauinment. However. this is not a realistic
approach as it increases the need for extra analysis equipment and facilities. We have therefore
developed UHV wafer transfer chambers which can be easily attached and detached from the
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various equipment and analyzing instruments. This paper describes two types of UHV transfer
chamber (Fig. 2). One is for surface measurement by ESCA and the other is for crystal structure

imaging by TEM.

II. EXPERIMENTAL

A. Wafer transfer chamber

The role of the UHV transfer chamber is to transfer the wafer from the process equipment
chamber to the measuring instrument chamber without exposure to air. It therefore needs an
stand-alone vacuum pumping system and an adaptive wafer handling mechanism. Figure 3 shows

the structure of UHV transfer chamber. The vacuum system of the UHV transfer chamber consists
of a battery driven ion pump (30 literlsec.) and a liquid N2 shroud. The battery can drive the ion

liquid N2 shroud

wafertransfer rod

301/s ion pump
(battery driven)

gate valve

Fig.3 Structure of UHV transfer chamber
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Fig. 4 Pressure characteristics of UHV transfer chamber

after interruption of liquid N2 supply.

pump for 36 hour%. The transfer rod which permit a horizontal stroke of 100 mn and vertical

motion of 20 mm, is used for wafer handling. The UHV chamber is supported on a trolley with

vertical motion of 450 mm in order to allow attachment to the equipment.

Figure 4 shows how the chamber pressure depends on time after interruption of liquid N2

supply. Before interruption, a pressure of 2 x 10-8 Pa, which corresponds to about 100 minutes

per monolayer deposition of reactive impurity ( as shown in Fig. I ), is achieved with the ion

pump and the liquid N2. However, when the liquid N2 supply was interrupted the pressure

increased gradually and reached of 5 x 10 8 Pa, corresponding to about 40 minutes per an atomic

layer deposition of reactive impurities, after 80 minutes. This fcature of the UHV transfer

chamber shows that it am transfer the wafer with contamination of less than one monolayer in 40

minutes.

B. TEM observation system

In order to observed the atomic structure of initial stage of the semiconductor-film growth using

the UHV transfer chamber, we developed a TEM sample holder which can be positioned in both

the growth chamber and the TEM analyiing chamber. Figure 5 shows the sample holder for TEM

observation. The holder has a carbon thin film and a local heating mechanism. The growth is

performed on the carbon thin film ( 20- or 30-nm thick ) which can be heated at growth

temperature by a 0.45 mm thick ceramic heater during film growth. The TEM was HITACHI H-

90)O UHV with resolution of 0. 19 nm.

Fig. 5 A sample holder for TEM observation.
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Fig. 6 Schematic Layout of UHV Wafer Trnsfer Line.

I. RESULTS

A. Waler transfer chamber

We used the UHV transfer chamber to measure dhe surface chemical contamination of CVD-

grown Ta2 G (Tantalum oxide). Figure 6 shows the schematic layout of UHV wafer transfer

system. Firstly a Ta2Os (about 2-nm-thick) thin layer was grown on a wafer in the CVD growth

chamber and the wafer was transferred to the UHV transfer chamber. The wafer was then

transferred to an ESCA load lock chamber for surface analysis. Figure 7 shows the ESCA

spectrum of Ta2Os. Figure 8 shows the carbon spectrum using the UHV transfer chamber and a

N2 gas environment cassette. The carbon spectrum of the UHV transfer chamber is about 40 %

of the N2 gas cassette. This result shows that carbon contamination is reduced by using the UHV

60000

O(ls)

6 50000

Ta (4d)
400 Ta ) aMSTa(4f)

020000 KU ~ 1~

1000 Goo0 40 2000

Binding Energy (9V)

Fig. 7 ESCA spectrum of Ta2A
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transfer chamber. The carbon spectrum of the UHV transfer chamber shows that there is residual

carbon from the organic Ta gas remaining in the Ta2 0 thin film.

B. TEM observation system

The U-V transfer chamber for the TEM observation system was ased to transfer a Ta thin layer

which was rapidly oxidized. The Ta thin layer was 3-nm thick and grown by MBE with a vacuum

of 3.5 x 108 Pa.

Figure 9 shows high resolution TEM images of Ta thin layer samples after vacuum transfer and

atmospheric transfer. In the case of vacuum transfer (Fig. 9a) 3-nm-diameter Ta lattice fringe arc

clearly seen in the image. Analysis of this image shows that the Ta crystal structure is mainly 0-

structure with small amount of (i-structure. In the case of atmospheric transfer (Fig. 9b), on the

other hand, lattice fringes are not clealy seen because the Ta crystal has changed to the

amorphous state because of adhesion of contamination and oxidation, particularly at the triple

points of the grain boundaries.

a2ni i
(a) Vacuum Transfer (b) N2 Gas Transfer

Fig. 9 TEM image of 3-nm-thick Ta Thin Layer Grown by MBE.
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IV. SUMMARY

A UHV transfer chamber was developed and used to in-process diagnostics of film growth

processes. This chamber was used to tunsfer a wafer and a TEM specimen from the process

equipment to ESCA and TEM equipment under vacuum conditions of 2 x l0 Pa without
supplying external power. We obtained the following results. (1) carbon contamination was
suppressed in CVD grown Ta2O 5 thin film, (2) oxidation was suppressed in MBE grown Ta.
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ABSTRACT

We have developed a technique which enables us to reduce the self-bias voltage without
introducing any substantial disturbance to the main plasma. This approach is based on
decreasing the floating potential of the powered electrode by means of injecting an electron
current from the electrode. Instead of employing a hot cathode, we have used an auxiliary
glow discharge to supply the electron emission. The controllable range of the self-bias has
been extended to almost 0 V. A theoretical explanation of the variation of the floating potential
with the emission current has been carried out. Measurements of the floating voltage(Vf) are
plotted against ln(1/lI.) ,where I. is the auxiliary discharge current. A good linear relationship
of Vf vs. ln(1/I.) is obtained as expected from the theory, and its slope gives the electron
temperature.

In order to appraise the degree of damage induced by the bombardment of ions accelerated by
the sheath voltage, we have estimated the damage by measuring the dark current of a sample
diode fabricated from the film. It has been observed experimentally that when the sheath
voltage was depressed from -73 V to -36 V at a pressure of 0.11 Tort, the dark current of the
sample diode was suppressed drastically from 1.3 xlO0 A to 5.3xlO-1A

INTRODUCTION

The r.f. planar discharge has been used widely in plasma processing. Positive ions are
accelerated across the sheath by the sheath voltage, and bombard the powered electrode. In
plasma etching, the kinetic energies of the incident ions have an important role on both the etch
rate and etching anisotropy, but induce damages to the surfaces of films [1]. Therefore, we
need to reduce the sheath voltage independently of other plasma parameters. Chan et al.[21
have demonstrated experimentally in the low frequency region (500 kHz) that the time-
averaged sheath potential varies as a function of gas pressure and r.f.voltage.

We have developed a method to suppress the self-bias by supplying supplemental electron
flow from the powered electrode to the plasma through the sheath region [3]. The aims of this
paper are, (1) to discuss a model which describes the mechanism of controlling the sheath
voltage, (2) to confirm the reduction of film damages by suppressing the sheath voltage.

PRINCIPLE

The principle of the method is shown schematically in Fig. I. It is known that the electron
velocity is much greater than the ion velocity in low pressure plasmas. When an electrode is
isolated electrically, the floating potential must develop in front of the electrode, in such a
way as to make the net current (electron current + ion current) zero.

Let us consider that an extra electron current Ic. is emitted from the electrode and flows
back to the plasma through the sheath region. Because the electron current 1e from the plasma
to the sheath region is flowing against the electron emission current le. , a part of the plasma
current will be cancelled. Accordingly, a net electron current of (le I ) flows from the
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plasma into the sheath region. As a result, the net electron current should be cancelled with the

ion current, (1.-.) = Ii,therefore,

1, (Iu +'4m (1)

where Ii designates the plasma ion current.
Eq. (1) indicates that the electron current from the plasma should be increased by an

amount I ., in order to achieve no net current. This causes the floating potential to be
decreased.

MODEL

The probe theory used in this model is the classical one of the perfect plane probe [4]. In
order to arrive at a tractable, yet physically realistic solution, the following assumption will be
made.
1) The ion and electron temperatures T and T. are independent of time and spatial coordinates,
with T being equal to the neutral gas temperature.
2) The ion and elect= densities inside the plasma volume are constant in time.
3) The ions enter the sheath from the presheath with the speed required by the Bohm-sheath
criterion. The rate at which ions enter the sheath from the presheath is thus constant This
assumption is valid in the limit of tr << Il/f, where t4 is the transit time of the ions through the
sheath and f the applied frequency.
4) At 13.56Mhz, the regime of interest, the ions only see the average bias, but the electrons
respond to the modulation.

When there exists an r.f.component of the voltage between the plasma and the powered
electrode, one is effectively modulating the bias voltage, sweeping up and down along the d.c.
characteristic curve. This sinusoidal modulation along the exponential electron retardation
section of the characteristics yields a modified first order Bessel function result. Furthermore,
once an r.fcomponent is present, the displacement current may also contribute to the sheath
d.c. current, which is neglected in this calculation. Finally, when external electron emission
from the powered electrode is present, the floating voltage Vf is modified to give,

Vf= kTe In ( leo I o(eVrf/kTe) (2)
e Io+ Iem

where kTe designates the electron temperature, I4, and Ii. denote electron saturation current and
ion saturation current, respectively, and e denotes the electron charge. Also, Io is the first
order Bessel function of variable (eVdkT), where Vrf is the peak amplitude of the r.f.
modulation, I. is the electron current supplied from the powered electrode. Under normal
condition, Ii. can be neglected in comparison with In, and so eq.(2) can be simplified to,

Vf - kTe In ( leo I o (eVrf/kTe) '\ (3)
eI em/

Namely, the relationship between Vfand ln(/fl.) must be linear and its slope gives the
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electon temperature as long as we consider the small r.f modulation.

EXPEPMIEWAL

Experiments have been carried in the discharge chamber shown schematically in FI. The
chamber, of inner diameter 20.4cm, is constructed of type 304 stainless steel and configured
with an axially moveable parallel plate electrode of 10 cm diameter which is made of paired
meshes having different grid sizes (either 20 or 100 lines per inch). Most of our experiments
have been taken at 4 cm spacing. An auxiliary discharge was sustained between the mesh-
electrode and a hollow-cathode type electrode. The conmm mesh electrode thus serves as the
anode for the auxiliary d.c. discharge as well as the powered electrode for the r.f. discharge.
Those electrons which are generated in the d.c. discharge penetrate through the mesh to the ion
sheath region formed by the main r.f. discharge. The r.f. power was in the range of 50 W to
150W. The working gas was Ar at a pressure ranging from 0.1 to 0.5 Torr. Experiments
were conducted during which the dc. self-bias was measured as a function of the auxiliary
discharge currents. In order to estimate the sheath voltage of the earthed electrode, the energy
distributions of ions incident on the earthed electrode wen measured using a retarding grid
electrostatic analyzer (RGEA) [5]. When the ion transit time through the sheath is much less
than the r.f. pe 'l, the ion peak energy will be equal to the excursion of the sheath voltage.
Assuming that the time-averaged voltage drop across the plasma regicn between the electrode-
sheaths is small compared to the voltage drop across the sheath, the floating voltage (= sheath
voltage) of the powered electrode was estimated by adding the result obtained from the RGEA
to the self-bias voltage of the poweed electrode.

The etching experiments were carried out in an r.f. discharge chamber with the electrodes as
shown schematically in Fig.3. The chamber is constructed of the aluminum, with an inner
diameter of 40 cm and configured with parallel plate electrodes which ae made of aluminum.

Electrode

eiso d-s" . ... a SW 1- Teh =

tlsa -- ein sheath --- o I. u b.. u -,.. *

Fig. 1 The principle of controlling

the self-bias voltage. Fig. 2 Construction of the discharge
chamber and the electrodes for
dIscussing the model.
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The r.f. power was supplied through a matching unit to the mesh-electrode. The silicon wafers
are placed on the powered electoe Etching characteristics of the amorphous silicon wafer
have been taken in an etching gas of CF4/2 (6:1) with variable self-bias controL The damage
induced in the films was evaluated by measuring the dark current of a sample diode made from
die film. The measuring circuit is shown in Fig.4, with the reverse voltage applied to the
sample diode.

RESULTS AND DISCUSSION

Typical data of Vf against ln(l/I.j taken at 0.3 Torr, 20 W of r.f. power are shown in
Fig.5, where I. is the d.c. auxiliary discharge current which is assumed to be proportional to
I.. It is clearly seen that a linear relationship of Vf vs ln(l/I.) is established as expected by
eq (4). In the higher current region, however, the experimental data deviate from the linear
relationship, which could be explained by an increase in the electrical transparency of the mesh
electrode because of a thinner sheath thickness. Also, the electron temperatures estimated
from the slopes are equal to 7.7 eV for both the 2x20 mesh and the 2x100 mesh. In order to
confim this value, we have measured the electron temperature by the double probe method.
In order to minimize the effect of the r.f. potential variation, we have used a floating double
probe. An electron temperature of8 eV at a pressure of0.3 Torr and 20 W ofr.f. power has
been obtained. This result agrees well with values obtained above.

Using an etching gas (CF4/O2 = 6/1), we have repeated the etching charm eristics with the
variable self-bias as shown in Fig.6. It is shown experimentally that the etching rate is not
reduced appreciably when the self-bias is reduced. In order to estimate reduction of film
damage qualitatively, the dark current has been reduced from 1.3 x 10-1o A to 5.3 x 10-11 A for
a reverse voltage of-I V when the sheath voltage is varied from -73 V to -36 V as shown
in Fig.7. From these results, we estimate that the threshold of the sheath voltage for inducing
damage is about -40 V.

Gas

d11 .. dshre A i.ch ll~ AIIw -VI C

Pum9  0 lo king Pump filter [

codes r 13.58 Hz n-lkali glass

Fig. 3 Construction of the discharge Fig. 4 A method of measuring the

chamber for etching the dark current Id. by applying

amorphous films, the reverse voltage V
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CONCLUSIONS

(1) Thw self-bias can be reduced by use of a supplemental electroni flow from a powered
electrode to the plasma through the sheath. A model which describes the mechanism of
controlling the sheath voltage is proposed, and the results derived from this model agree with

those~ ~ ~f of th exeietfir eL
(2) The damage induced in th=im is reduced substantially by means of suppressing the
sheath voltage. The threshold of the sheath voltage for iducing flm damage is about -4o v.
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ABSTRACT

In this work, Langmuir probe measurements were used to characterize a multipolar
electron cyclotron resonance (ECR) plasma source. This system has many controllable
parameters including microwave power, rf power, gas, pressure, flow rate, and source distance.
Both double and triple Langmuir probes were used for the plasma characterization. The results
from the Langmnuir probe measurements were correlated to the etch characteristics of photoresist.
Ion density and photoresist etch rate were found to increase with microwave power but decrease
with source distance. However, rf power does not have significant influence on ion density
although the photoresist etch rate increases substantially with rf power. Ion density first
increases then decreases at higher pressure. Maximum ion density occurs at lower pressure for
larger distance below the ECR source. Ion density uniformity for an 02 plasma is +2% across a
16 cm diameter region at 23 cm below the source. For photoresist etched at 10 cm source
distance, etch rate uniformity is +2% for a 15 cm diameter wafer. The results from the Langmuir
probe measurements indicate that photoresist etching is enhanced by ion density and ion energy.

L INTRODUCTION

As the device dimensions decrease to sub-half micrometer scale, requirements for dry
etching become more stringent. These include vertical profile, smooth morphology, high etch
rate, and reproducible etching. To meet these needs, different high density plasma sources have
been developed. In this work, a multipolar electron cyclotron resonance (ECR) source was used
to generate high density plasma. The ECR source can generate high density plasma with low ion
energy at low pressure. As a result, it can potentially satisfy all the needs for dry etching.

Langmnir probe measurements are used to obtain charge particle density, plasma
potential, and electron temperature[1-l0]. By mapping these characteristics at different positions
mn the chamber, plasma uniformity is obtained. These plasma characteristics am used to optimize
photoresist tching. A number of controllable inputs to the plasma system were varied, including
microwave power, if power, ps, pressure, flow rate, and distance below the ECR source. Their
effects on plasma characteristics and photresist etch rate were investigated.

EL EXPERIMENTAL

Figure I shows the schematic of the ECR source on top of a if-biased electrode with the
Langmuir probe inserted through the diagnostic window on the chamber wall[I1. Plasma is
generated within the quartz disk which is surrounded by 12 permanent magnets arranged in a
multipolar configuration. Microwave power is input into the quartz disk through a copper probe.
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Figure 1 Schematic of the ECR source on top of a rf-powered electrode.

There are 16 additional permanent magnets extending up to 11 cm below the ECR source to
reduce recombination of charged particles at the chamber wall. Samples ame placed on substrate
stage which is rf powered.

The Langmnuir probes used in this work include double probe and triple probe. The
double Langmuir probe was made of stainless steel wires which were 0.051 cm in diameter and
0.4 cm in length. The size of the probe should be small enough so that the plasma will not be
disturbed. However, smaller probe size causes a larger uncertainty of the actual electron

oll~ecting areaf l]. The actual electron collecting area is determined by the dark space sheath amea
fredl around the probe which is proportional to the Debye length. The Debye length decreases
as the electron density increases. As a result, the amea correction factor is expected to be small
for the ECR source since the plasma density is high. The data shown in this work are not
corrected for this difference in collecting amea. From the current-voltage (I-V) curve measured
by the double Langmuir probe, the ion density is[12,13]

0.6 q Av kT "
where 1p ".s the ion saturation current, q is the electron charge, A3 is the sheath amea around the
probe, n is the mass of the ion, k is the Boltzmann constant, and Te is the electron temperature.
The electron temperature is determined by the slope of the I-V curve. It is assumed that the ions
in the plasma are singly and positively ionized.

The triple Langmuir probe was made of tungsten wires which had the same size as the
double probe. The ion density and electron temperature can be obtained without voltage sweep.
As a result, triple Langmuir probe is useful in real-time process control[14]. Both double and
triple probes can be moved across the substrate stage. For double Langmuir probe,
measurements were performed from 3 to 17 cm below the ECR source. For triple Langmuir
probe, measurements were performed at 23 cm below the ECR source. The electron density and
temperature measured by the double and triple Langmuir probes agree with one another.

For photoresist etching experiments, Shipley AZ5214 was spun on Si wafer and baked at
90°C for 40 mmi. The photoresist thickness was measured to be about 1.4 pmn by reflectometry.
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HL RESULTS AND DISCUSSIONS

Different gases such as Ar, 02, C12, and N2 were excited in the plasma and their plasma
properties wer studied. The results were related to the photoresist etch rate to provide insight on
etch mechanisms and process control[5].

12.. ---------- - ... . . . . 1000-
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I
4 400 so

0 20
0 - - - - - - - - - --_ _
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Fig. 2. Ion dunsity dependence on Fig. 3. Photoresist etch rate and IV&I
microwave power for Ar, 02, and N2 dependence on rf power. Oxygen was
plasma. The gas flow rate was 10 sccm at flown at 10 sccm with 1000 W microwave
1 mTorr. The source distance was 10 cm. power, 1 mTorr pressure, and 5 cm source

distance.

Figure 2 shows the dependence of ion density on microwave power for Ar, N2, and 02
discharges. The gas flow rate was 10 sccm with 1 mTort pressure. The probe was located at
10 cm below the ECR source in the center of the stage. As the microwave power was increased
from 250 to 1500W, ion density increased from 7.9 to 25.6x10 10 cm-3 for an Ar plasma. Similar
increase was observed for N2 and 02 discharges. The increase in ion density at higher
microwave power is related to the higher ionization efficiency. More charged particles are
generated at higher microwave power as long as the source gas is not completely depleted.
Among the different gases investigated, Ar plasma has the highest ion density, followed by C12,
N2, and 02 discharges.

With higher ion density at higher microwave power, photoresist etch rate is expected to
be enhanced[15]. As the microwave power was increased from 500 to 1500 W, the photoresist
etch rate increased from 0.7 to 1.8 nilhmin while the ion density for an 02 plasma only increased
from 2.8 to 4.1x10 10 cm- 3. Meanwhile, the self-induced bias voltage (IVdcl) decreases with
increasing microwave power. The large increase in the photoresist etch rate despite the moderate
increase in the ion density and the decrease in IVdcl suggests that the photoresist etch process is
strongly influenced by the neutral reactive species.

Photoresist etch rate and IVdcl as a function of rf power are shown in Fig. 3. Flow rate of
02 was 10 sccm at I mTorr with 1000 W microwave power and 10 cm source distance. As the rf
power was increased from 0 to 100 W, the photoresist etch rate increased substantially from 420
to 990 nm/min and IVdcl increased from 0 to 150 V. However, the ion density only increased
slightly from 3.8 to 4.3x1010 cm-3. These results indicate that at 1000 W microwave power, 02
is mainly dissociated by the microwave power instead of the rf power. The substantial increase
in the photoresist etch rate is due to the higher ion energy at higher rf power which can reduce

* the activation energy for the etch process.
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was 1000 W at 3 and 10 cm; and 1500 W at microwave power at 3 cm below the ECR

23 cm source distance e source.

ele ion density for an N2 plasma was investigated as a function of pressure at three

different source distances as shown in Fig. 4. The flow rate was 10 sccm at 1 mTorr.
Microwave power was 1000 W at 3 and 10 cm; and 1500 W at 23 cm source distance. The ion
density at 23 cm source distance was multiplied by a factor of 3 to fit in the same figure. The ion
density was found to increase with pressure initially then decrease at higher pressure. However,
it decreased more rapidly at longer source distance. The initial increase of ion density with
pressure may be due to higher concentration of 02 available for further dissociation. At higher
pressure, the mean free path is shorter and the collision probability is higher. As a result, the
dissociation efficiency and hence the ion density are lower. The faster decrease of ion density at
longer source distance may be related to the recombination of ions. Both the ion density and the
photoresist etch rate were found to decrease almost linearly with source distance. This is
attributed to the reduction in ion density and/or neutral reactive species concentration at longer
source distance.

Besides ion density, electron temperature and plasma potential also affect etch
characteristics. The dependence of electron temperature and plasma potential on pressure for an
02 plasma is shown in Fig. 5. The flow rate was 10 sccm at 1 mTorr with 1000 W microwave
power and 3 cm source distance. The electron temperature remained about constant around 3 eV
as pressure was increased from 1 to 5 mTorr. At pressure higher than 5 mTorr, electron
temperature decreased with pressure and reduced to 2 eV at 20 mTorr. Meanwhile, plasma
potential decreased from 18 to 8 V as the pressure was increased from I to 20 mTorr. Since thecollision probability is higher at higher pressure, electron temperature is reduced due to collision.
With lower electron energy, plasma potential is also reduced. Both the electron temperature and
plasma potential can influence the dissociation efficiency, etch rate, and profile.

in Fgr6shwthrlainhpbtenteindniyadporeitecraeafunction of G2 flow rate. Pressure was 3 mTorr with flow rate varied from 10 to 100 sccm. For

indensity measureents, the microwave power was 1500 W with 23 cm source distance. For
photoresist etching of 10 cm diameter wafer, the microwave power was 1000 W with 5 cm
source distance. As the flow rate was increased from 10 to 100 sccm, the ion density remained
about constant around 4x1010 cm"3 . However, the photoresist etch rate increased from 640 to
930 nm/min. Although the ion density does not increase with flow rate, the neutral reactive
species may still increase and enhance the etch rate. Reducing the area to be etched also lower
the flow rate needed to maintain a constant etch rate. The dependence of etch rate on flow rate
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and etch area suggests that photoresist etching is limited by the concentrations of reactive

species. For larger aita to be etched, the loading effect can be sipficamt and sufficient gas flow
should be provide to enhance etch rate and improve etch uniformity.

0 - -- - - -- - - -

9-, 00 3

Fig 6 Rlatonhi bewen heion density Fi.7 o est nfxiyof an 2 plasma

~and photoresist etch raze as a function of 02 at different source distance. Flow rate was
flow rate. Ion density was obtained at 1500 W 10 sccm at 1 mTorr with 1000 W microwave
microwave power and 23 cm below the ECR power.
source. Photoresist etch rate was obtained at1000 W microwave power, 50 W rf power,

and 5 cm source distance.

High throughput ahd uniformethn
are required in manufacturing to lower costand improve yield. While throughput can be4
increased by using large diameter wafers, it

uniformity. Figure 7 shows the ion density 2~mo
uniformity of an 02 plasma from the center z-
of the stage to12 cm away from the center
at different source distance. The flow rate0
was 10 sccm with 1 mTorr pressure.Microwave power was 1000 W at 3 and

10cm; and 1500W at 23 cm source
distance. Ion density was found to be higher
in the center and decrease towards the edge 4 _________

of the stage. There is a faster decrease in ion -8 4 0 4 6density at shorter source distance. The FOloO FROM CENTER OF S wasE (cm)
uniformity of ion density is ±2% across the
central 16 cm diameter stage at 23 cm. At Fig. 8. Etch rate uniformity dependence on
longer source distance, the ions diffuse radial distance a a function of pressure.
through a longer path which can minimize Oxygen flow was 15 sccm with 1500 Wthe ion concentration gradient and improve microwave power 50 W rf power, and

ni 10cm source distance.

Figure 8 shows the photoresist etch rate uniformity dependence on radial distance as a
runcion of pressure. The 02 flow was 15 sccm with 1500W microwave power, 50W rf power,

and 10 cm source distance. The etch rate uniformity across a 15 cm diameter wafer is ±2% at
3.5 mTrr and ±3% at 0.5 mTorr. Meanwhile, ion density uniformity at the same source distance

was 0 scm wih I ~orTpresureMirwvIoe a 10 t3ad.



is t3% across the central 12 cm diameter stage. The results indicate that uniform plasma is
generated by the ECR source which can provide uniform photomsist etching for 15 cm diameter
wafers.

IV. SUMMARY

The Langmuir probe measurements have been used to characterize plasmas generated by
an multipolar ECR source. Effects of the controllable input parameters, including microwave
power, rf power, gas, pressure, flow rate, and source distance on the plasma properties have been
studied. Ar was found to have the highest ion density, followed by Cl2, N2 , and 02. Ion density
and photomsist etch rate increase with microwave power and decrease with source distance.
Flow rate or rf power has little influence on the ion density. However, photoresist etch rate
increases with rf power and flow rate. The etch rate enhancement may be related to the higher
ion energy at higher rf power and the higher neutral reactive species concentrations at higher
flow rate. Ion density initially increases with pressure then decreases at higher pressure.
Photoresist etch rate also follows the same trend with pressure. Uniformity of ion density was
+2% across a 16 cm diameter stage for an 02 plasma at 23 cm source distance. Meanwhile,
uniformity of ±2% was also found for photoresist etching of 15 cm diameter wafer at 10 cm
source distance. Electron temperature was 3 eV and plasma potential was 15 V at 3 mTorr which
provides an optimized condition for photoresist etching of 0.1-1In-wide, 1-jim-deep features.
The results from the Langmuir probe measurements are used to control photoresist etching by
relating the etch rate to ion density and ion energy.
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SURFACE REACTIVITY OF SILICON AND GERMANIUM
IN CF4 - 02 REACTIVE ION ETCHING

CHRISTOPHE CARDINAUD, A. CAMPO, G. TURBAN
Labrtoire des Plasmas et des Couches Minces I.M.N. UMR 110 CNRS
2 rue de la Houssiniire 44072 NANTES Cedex 03, France

ABSTRACT

Reactive ion etching of silicon and germanium in CF4 - 02 was investigated. Above 20% 02
germanium etching is selective with respect to silicon. In agreement with the evolution of the
fluorine and oxygen concentration in the plasma and of the etch products formation rate, surface
analysis reveals that the growth of a SiOxFy layer slows down the silicon etching whereas the
formation of GeOxFy does not inhibit germanium etching. Using a simple kinetic model, the
silicon and germanium reactivity and its dependency with respect to the plasma composition are
expressed in function of the experimental data. Results suggest that surface composition controls
silicon etching, whereas germanium etching depends only on the fluorine flux on the surface.

INTRODUCTION

Germanium is reported to be etched more rapidly than silicon in most fluorine-, chlorine-, and
bromine- based plasmasI with an exception for SF6 based plasmas for which the reverse has been
observed2' 3. In SF6 -02, as the gas mixture is enriched in 02, the silicon etch rate drops rapidly
to zero because of the growth of a SiOxFy layer described as a "blocking layer". Concerning
germanium a GeOxFy layer exists even at low percentages of 02 but does not inhibit the etching ;
through the competition between oxygen and fluorine the decrease of the etch rate is related to a
change in composition of this layer3. Under the same experimental conditions CF4 -02 plasmas
exhibit self bias voltages more negative than in SF6 - 02 ; this is believed to have important impli-
cations in the surface mechanisms.

EXPERIMENTAL

Experiments were performed in a diode reactor with 10 cm in diameter <100> Si and <111>
Ge wafers placed onto a 15 cm in diameter aluminium powered electrode. Plasma conditions were
the following : 30 sccm CF4.- 02 (with Ar as actinometer), 13.3 Pa, 13.56 MHz, 50 W. The self
bias voltage of the sample was seen to decrease from -180 V (CF4) to -130 V (CF4-02 50% 02)
and then increased to -200 V (CF4 -02 90% 02). Atomic fluorine (F/Ar) and oxygen (O/Ar) rela-
tive concentrations, and etch products (SiF 4, GeF4) formation rate were investigated by optical
emission spectroscopy (OES) using F (I - 703.9 nm), 0 (k = 777.2 nm), Ar (X, = 750.4 nm)
emission lines, and mass spectrometry (MS) respectively. After etching, surface characterization
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experiments were performed by quasi in-situ X-ray photoelectron spectroscopy (XPS), etch rates

were determined by weight loss measurements.

RESULTS AND DISCUSSION

OES The evolution of the fluorine concen- O/Ar (Ge)

tration in the CF4 - 02 plasma exhibits bell -- F/Ar (Ge)

shaped curves for both silicon and germanium, -- r-- F/A (Al)
very similar to the one obtained for aluminium -e--- F/Ar (Si)

(fig. 1). The addition of a few percent of 02 to

CF 4 increases the fluorine concentration, as " 0.4

reactions between CF, radicals and atomic 0.
oxygen are an important source of atomic

fluorine. Much lower values than those obser- 0.

ved for aluminium show evidence of fluorine 00 inC 6

consumption: for germanium the fluorine con- F 0 F4 -02
Fig- I : F and 0 concentrations in CF4 - 02 for Si,

sumption is higher than for silicon moreover it Ge, and Al

remains high for all CF4 - 02 mixtures, whereas for silicon a strong decrease is observed for

CF4 - 02 (%02 > 60). The oxygen concentration starts to be significant above 10% 02, and is

significantly greater for silicon than for germanium.

E and MS Both silicon and germanium etch rates (ER(Si) and ER(Ge)) are found to

increase strongly when a few percent of 02 is added to CF4 (fig. 2). However, ER(Si) starts to

decrease above 10% 02 whereas ER(Ge) decreases only above 30% 02. ER(Ge) is greater than

ER(Si) except in CF4 - 02 (%02 < 10) : above 10% 02 the selectivity is in favour of germanium.

A similar result has been reported for SF6 - 02 etching under the same experimental conditions but

10 1 1 m'I 3 eF3 +rrr SF3+
E- ER(Ge)

+ 10 25
0 ER ,o

0 20
15315
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then the transition occured at 60% 023. The evolution of MS signals SiF 3
+ and GeF3+ is in

agreement with the etch rates (fig. 3). A carefull survey of the mass spectrum up to m/e = 300,

shows only traces of Si2 F6 and Ge2F6 in CF4 etching (resulting from reactions in the gas phase),

and no oxyfluoride products in CF4 - 02. Conclusion is that SiF4 and GeF4 are the only com-

pounds resulting from the etching mechanism, and are not dissociated in the gas phase.

xrs
8000- ,.l ES %SiOxFy

-20% 02 Si-Si 0 %F

6000- 2 'Eo
22

400Si 2p spectra

2000- Si ( SiO F ) 0.2

108 106 104 102 100 98 96 0 20 4 60 8 10
Binding energy (eV) %02 in CF4 - 02

Fig. 4: XPS spectra of Si after CF4 - 02 RIE Fig. 5 : Composition of the Si superficial layer

After etching, fluorine and oxygen atoms are present on the silicon surface, carbon is observed

only for CF4 etching. Up to 20% 02 the silicon surface is observed to he clean, the Si 2p

spectrum shows an intense substrate contribution SiO (fig. 4), some Si t species due to Si - F and

Si - 0 bonds are present. As the gas mixture is enriched in 02, the growth of a superficial layer

containing SiOxFy species is observed (fig. 6).

The cleanest surface is obtained for 20

20% 02, corresponding to a high etch rate and
B Ge sample

a minimum thickness for the superficial layer. 15

The calculation of this thickness is based on the Z ----- Si sample

ratio of the sum of the Si1 to SitV contributions 10

over the Si° substrate contribution.

The elemental composition of this layer 5 E,
)

changes gradually from SiF2 (0% 02) to SiOF2

(40-60% 02) and to SiOF (80% 02) (fig. 5). 0
0 20 40 60 80 100

The amount of oxygen in the layer is found to

be constant above 20% 02 whereas the ratio %02 in CF4-O 2

F/O drops from 2 to I ; the growth of this layer Fig. 6: Tickness of the superficial layer

corresponds to a change in its composition, fluorine being replaced by oxygen. As shown by

OES, MS and etch rate, the formation of the SiOxFy layer results in a slower etching rate.
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Fig. 7 : XPS spectra of Ge after CF 4 - 02 RIE Fig. 8 Composition of the Ge superficial layer

As soon as 02 is added to CF4, various GeOxFy species corresponding to oxidation states Ge

to Ge V are present on the germanium surface (fig. 7). The superficial layer remains constant in

thickness (fig. 6) and composition (fig. 8), the F/O ratio being equal to 1. OES, MS and etch rate

show that the presence of a GeOFy layer does not inhibit the etching of germanium on the

contrary to what is observed for silicon.

Kinetimode The etch product of silicon and germanium is respectively SiF4 and GeF 4 and

the etchant is atomic fluorine - so let ER and MS signal be expressed as:

ER - ?I. F and MF> - NMF4 - rI" NF

with 1 the surface reactivity, NF and NMF4 respectively the concentration of fluorine and the

concentration of the etch product in the gas phase, M standing for Si or Ge. NF is given by OES

through the relation :
F/Ar -- NF N

N NAr

with NAr and N respectively the concentration of argon and the total concentration in the plasma,

both being kept constant. Then the ratios --- and F/ar
F/Ar FlAPrepootoatotercivy 1

ER (i.9.M n
Indeed there is a remarkable qualitative agreement between - and (fig

F/Ar F/Ar g.9.M an
ER measurements definitely describe the same phenomenon ; this agrees with the experimental

observation that SiF4 and GeF4 are the only etch product of silicon and germanium in CF4- 02.

A quantitative comparison between ilSi and qGe can be done by using the ratio ER

F/Ar
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17G, remains roughly constant, whereas r7si 1 (MS/OES) 120

decreases rapidly with addition of 02 to CF4. nSi (MS/OES)

The selective etching of germanium with 100
300 (ER/OES) 80

respect to silicon is due to a greater surface qsE

reactivity. XPS results show that oxygen is 200 Z 60

present on the surface and thus competes with +
40 140-

fluorine to occupy vacant sites on the surface. 0 O0

Moreover this competition changes the surface 20

composition for silicon whereas it has no effect 0
for germanium. Using a reasoning similar to 0 20 40 60 80 100

that of Mogab4, 17 can be expressed as: %02 in CF4 - 02
Fig. 9: Surface reactivity (arbitrary units) of Si and Ge

.. 17 expressed as F/--rand FA-

I+C- /Ar F/Ar F/Ar

F/Ar
with j?' the intrinsic reactivity depending only on the temperature and C a constant including the

ratio of the oxygen adsorption constant on the surface over the desorption constant.

Plotting ER against F/Ar gives the dependency of the etch rate on the fluorine concentration

(fig. 10), in brackets are indicated the various percentages of 02 in the gas mixture. A linear
relation is observed for germanium since iG, is constant, for silicon the loop shaped curve

observed denotes a decreasing 1lSi as the gas mixture gets richer in 02. The consistency of the
model can be tested by verifying that the plot of F/Ar against O/Ar is linear (fig. 11). The

ER F/Ar

observed since ilGe is constant.

10 . .. . - Ge sample -0- Si sample

e Ge sample 0 0.4

[30%] -@- Si sample
S0.03 0.3 ~

5[10%]
.Ol . 0.2

_ [10% Li,

[70%] 0.01 0.1
170%

10%] 1 1 .I I I

0 0.1 0.2 0.3 0.4 0 5 10 15
F / Ar O/At : F/Ar

F/rF/Ar: O/Ar

Fig. 10: Etch rates in function of F/Ar Fig. I I : r in function of /Ar

ER F/Ar
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Di ion Under our experimental conditions germanium etching in CF4 -02 behaves in an

ideal manner : the etch rate is strictly proportional to the fluorine concentration in the plasma. The

main effect of the addition of oxygen to CF4 is the change of fluorine concentration in the gas.

This enables to adjust the germanium etch rate by varying the gas mixture. The addition of oxygen

has no or little effect on the chemical composition of the germanium surface ; there is no

competition between oxygen and fluorine on the surface for this material, or, more exactly, the

competition mechanism does not depend upon the oxygen concentration. This means that the

oxygen desorption is faster than the adsorption. Such an ideal behaviour is not observed under the

same experimental conditions in SF 6 -02, since then flGe decreases with the addition of 023.

We believe the ion bombardment - much more energetic in CF 4 - 02 than in SF 6 -02 - is

responsible for this major difference between the two plasmas ; in particular energetic ions could

stimulate surface mechanisms of active species such as surface mobility, desorption, and

diffusion through the superficial layer.

Silicon etching in CF4- 02 is controlled by the competition between oxygen and fluorine at the

silicon surface. The adsorption of oxygen leads to the growth of a SiOxFy layer limiting the

silicon etching. The ion bombardment which is the same for silicon and germanium appears to be

uneffective to remove this blocking layer. The explanation for this different behaviour between

silicon and germanium is necessarily in relation with the material itself.

Before etching, the native oxide on germanium is four times thicker thai, on silicon, indicating

that silicon oxide is a much more efficient barrier to the diffusion of active species than

germanium oxide is. During the etching the GeOxFy and SiOxFy layers are believed to have a

similar behaviour to the native oxides, the GeOFy layer being more permeable to the active

species than the SiOxFy layer. The Si - 0 bond is stronger than the Ge - 0 bond and more

covalent, so its removal with fluorine needs a higher activation energy. Finally the thermal

conductivity of silicon is roughly twice that of germanium, so locally the surface temperature 3n

germanium could reach higher values than on silicon, again thi would enhance surface mobility,

desorption, and substitution of fluorine to oxygen on the germanium surface.
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REAL-TIME THERMO-MECHANICAL PROPERTY EVALUATION OF
THIN FILMS

JOHN A. ROGERS AND K. A. NELSON
Massachusetts Institute of Technology, Department of Chemistry, Cambridge, MA 02139

ABSTRACT

We describe an experimental method capable of evaluating the elastic and loss moduli
and the thermal diffusivity in thin films. The versatility of the technique is demonstrated
with data scans from several films of technological interest.

INTRODUCTION

Materials development, particularly in the area of thin films, has become the driving
force for advances in many technologies. In order to optimize fabrication techniques, it is
important to have a flexible method to characterize these materials that has real-time
nondestructive and in situ capabilities. Recently, we showed how to characterize
unsupported and silicon-supported polyimide films with a novel technique that is
noncontact, nondestructive, has real-time (-ms) data acquisition rates, and high (-50 gkm)
spatial resolutionl,2. The method, known as Impulsive Stimulated Thermal Scattering
(ISTS), involves optical excitation and detection of acoustic waveguide modes and thermal
disturbances and is based on transient grating methods used in the past3,4 . The information
obtainable from such experiments can be used to determine the elastic and loss moduli as
well as the degree of adhesion and the thermal diffusivity.

We start with a description of the technique and the experimental arrangement. We
then demonstrate the versatility and capabilities of the method by displaying data collected
from a wide variety of materials under various conditions. We first show the sensitivity of
the technique by presenting data collected in a single laser shot from thin polyimide films.
We then demonstrate the spatial resolution in a study of the tungsten coated 20 micron bevel
of a razor blade and we end with a demonstration of how the method can be used to monitor
film processing by following the evolution of the thermal and mechanical properties of a
polyimide film in real-time as it undergoes cure.

EXPERIMENTAL APPARATUS

The experimental arrangement used here is very similar to that described previously2. A
thin film sample is irradiated with two picosecond "excitation" laser pulses derived from a
Q-switched mode-locked and cavity dumped YAG laser. Optical absorption followed by
rapid nonradiative relaxation leads to the sudden ("impulsive") formation of a temperature
grating which images the optical interference pattern. This grating pattern is characterized
by a scattering wavevector q, whose magnitude is determined by the crossing angle between
the excitation pulses. Thermal expansion following this mild heating results in
counterpropagating acoustic waves with wavevectors +/- q (the transient response) and a
steady-state density modulation and surface corrugation which persists until thermal
diffusion returns the system to equilibrium. The damped acoustic oscillations and
subsequent thermal diffusion which occur following this optical excitation are observed in
real-time by monitoring the time-dependent diffraction of a continuous wave probe beam
derived from an argon ion laser with a fast photodiode and transient digitizing
oscilloscope2.
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DEMONSTRATION OF EXPERIMENTAL SENSITIVITY AND RAPID
DATA ACQUISITION TIMES

The high sensitivity of the ISTS technique results from background free detection of
signal and the fact that the entire material response is monitored with every shot of the
laser.

-200 300 860 130o 1.. 0 2o3b " 28bo
time (nanoseconds)

Part A

signal 4

signal \ excitation probe

-2 3 8 13 18 23 28 33
time (microseconds)

Part B

Figure 1: ISTS data from an a 3.15 micron unsupported sample of Dupont's
P12555 (BTDA/ODA/MPD). The upper trace shows acoustic oscillations and
decay which leave diffraction only from the thermal grating. Decay of the
thermal grating is illustrated in part B. The inset of part B gives a schematic
illustration of the experiment.

These two properties enable routine data collection from a wide variety of samples in a
single shot or a very few shots of the laser, resulting in millisecond to second data collection
times. To demonstrate this, we show in figure 1 data collected from a 1.56 micron sample
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of the polyimide BTDA/ODA/MPD. This data was collected in a single shot of the laser,
resulting in a data acquisition time of approximately one millisecond. The upper trace
shows acoustic oscillations and decay which occur typically on nanosecond time scales.
The lower trace shows gradual decay of signal due to thermal transport both in and out of
the plane of the film. Data like that shown in the upper trace enables determination of the
elastic and loss moduli, and data like that shown in the lower trace enables determination of
the thermal diffusivity.

DEMONSTRATION OF HIGH SPATIAL RESOLUTION

This technique also has high spatial resolution. This resolution is in practice limited by
the wavelength of the interference grating. In particular, the spot size of the focussed
excitation beams must be large enough that the excitation grating pattern is well defined
(that is, there must be several interference fringes across the spot) In practice, this sets a
resolution limit of tens of microns. To demonstrate this relatively high level of spatial
resolution, we show in figure 2 data collected from the 20 micron bevel of a tungsten coated
razor blade.

i JBMHz

00.2 0O4 0.6 0.8 1 1.2 I A 1.
Crequency (0Hz)

-'
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0
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Figure 3: ISTS data collected from the 20 micron bevel of a tungsten coated
stainless steel razor blade. For this set of experiments, the low optical
quality of the sample necessitated the use of a pulsed probe and lock-in
detection.

This figure shows data collected from two different spots on this bevel to illustrate
reproducibility of the results. The oscillation frequencies that are observed in the data, and
which are displayed in the insets, are determined by the mechanical properties of this
tungsten coating. Properties such as these are, of course, of great interest to engineers at
Gillette who wish to design high modulus coatings that will enhance wear resistance.
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DEMONSTRATION OF REAL TIME IN SITU PROCESS MONITORING

In this final ection, we show how the ISTS technique can be used to follow in real-time
the temporal evolution of thermal and mechanical properties during film fabrication and
processing. Hee we examine the process of polyimide thin film cunng from the polyamic
acid to the fully cured polymer. The sample consisted of a silicon supported -6 micron film
of Dupont's PMDA/ODA. Curing was carried out in vacuum, and the temperature was
ramped at a rate of 2 K/min from room temperature to 525 K. After reaching 525 K, the
sample was allowed to cool. During the cumre, ISTS masuremments were carried out every
10 K (or, equivalently, every 5 minutes). The results are given in figure 3. The data in the
first frame of figure 3 show the evolution of the frequency of the Rayleigh wave (a surface
acoustic wave excited by our excitation pulses which propagates at the surface of the
polymer film) as a function of temperature. Initially we see an overall decrease in this
requency which can at least in part be attributed to the temperature dependence of the
modulus of the polyamic acid. This is followed by a change in slope near 430 K which can
be tentatively assigned to the onset of imidization. At 525 K we see that the previously
uncured polyamic acid is sufficiently imidized so that the mechanical properties that we
measure are the same as those in a fully cured film. Note the consistency of the temperature
dependent Rayleigh frequency in the studied film and an independently cured film. (See
the upper frame of figure 4). In the second frame, we show the in-plane thermal diffusivity
determined from the same set of experiments. The behavior of the thermal diffusivity is
consistent with that seen in the Ralyeigh wave frequency. That is, we see that there is a
sharp change in behavior at about 430 K, and by the time the film temperature has reached
525 K or so, the film appears to us to be fully cured. It is clear that information such as this
could be quite valuable to those interested in optimization of curing conditions in these
films.
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Figure 3: Rayleigh wave frequency and the in-plane thermal diffusivity in a
6 micron sample of Dupont's P12545 (PMDA/ODA) as a function of
temperature as the film undergoes cure and the polyamic acid precursor is
converted to polyimide. This sort of information is valuable for process
control and optimization of fabriaction conditions.

SUMMARY AND CONCLUSIONS

We have described an experimental technique suitable for convenient characterization
of film mechanical and thermal properties. We showed representative data from several
samples under different conditions to illustrate the flexibility of the method.
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HYDROCARBON ECR REACTIVE ION ETCHING OF m.V

SEMICONDUCTORS WITH SIMS PLASMA PROBE DIAGNOSTICS

DOUGLAS L MELVILLE, J.G. SIMMONS AND D.A. THOMPSON
McMaster University, Centm For Electrophotonic Materials and Devices, 1280 Main Samr West
Hamilton, Ontario, Canada, L8S 4L7

ABSTRACT

The advantages of in-situ SIMS plasma probe diagnostics are highlighted in low pressure
hydrocarbon ECR reactive ion etching (RIE) of I--V materials. Three aspects of the RIE process
are investigated. First, the dominant ion species in a CH4/H2/Ar plasma are recorded at various
chamber pressures, ECR powers, CH4/(CH4 +H2) gas flow ratios and microwave cavity tuning.
These studies have improved our understanding of the effects of these parameters on the relative
concentrations of reactive precursor species in the plasma and have led to more rapid optimization
of the etch system. Secondly, SIMS has been used for identification of reaction products from
the I-V surface at the optimized plasma conditions. The Ar diluted mixture gives rise to
significant levels of group V hydrides and organometallic compounds and the dominant group Ill
volatile ions have been positively identified as dimethyl species. The third and final aspect
reported is the application of volatile product identification to endpoint detection. In lcm; multiple
quantum well samples, layers as thin as 50A are easily distinguishable.

INTRODUCTION

The future development of integrated optoelectronics requires the use of suitable reactive ion
etching techniques for the control of lateral dimensions and the fabrication of smooth vertical
facets. Hydrocarbon based plasmas have been shown to be effective for etching many In-based
III-V semiconductor alloys. However, the etch rate depends on the composition of the alloy and,
in multiple quantum well (MQW) structures, this gives rise to "bumps" in the sidewalls at the
more etch resistant layers'.

Further improvements in this technique will depend heavily upon a more detailed understanding
of the physical and chemical mechanisms of the etch. In this work we highlight the advantages of
in-sizu SIMS plasma probe diagnostics for detailed studies of the chemistry of reactive precursor
species and volatile reaction products in hydrocarbon ECR RIE of III-V compounds. The
application of reaction product identification to endpoint detection is also demonstrated.

EXPERIMENTAL DETAILS

The ECR reactive ion etch apparatus has been described in detail elsewhere 2. Briefly, the
system consists of a stainless steel chamber and load-lock which is evacuated with a 1000 Is-'
turbo pump. The ECR source is a Wavemat MPDR 300 (2.45 GHz) and an r.f. bias (13.56
MHz) could be applied to the stage to control the energy of impinging ions. Process gases
include semiconductor grade purity CH4, H2 and Ar. The etch chamber was cleaned with 02
prior to every etch run to remove polymer deposits and this was followed by a 10 minute H2/Ar
clean to remove residual oxygen. Samples were masked with spin-on-glass.
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Species in the plasma were analyzed with a Hiden Quadrupole Mass Spectronete (QMS)
plasm poe positioned at an angle of 17 with respect to the sample stae and with dhe probe tp
6cm from the sample. Differential pumping of the QMS through a 250micron diameter aperture
gave operating pressures of less than 10' Torr for RIE chamber pressures up to 2OmTorr.

EXPERIMENTAL RESULTS AND DISCUSSION

In part I of this section, we relate precursor ions in the plasma to etch characteristics obtained
during system optimization. Part 2 investigates the volatile products in hydrocarbon etching of
InP and part 3 demonstrates the application of volatile product identification to endpoint detection.

1. OQpmzao Of Etch Parameters

System optimization has been carried out by studying etch profile characteristics and mass
spectra data as a function of total pressure, ECR power, gas flow ratio and microwave cavity
tuning. Initially, the effect of varying the total pressure was investigated with other parameters
held constant at BOW ECR power, 50W r.f. power (-200V bias) and flow rates of 2.8 sccm M-,
18 sccm H2 and 8 sccm Ar. Figure 1 shows that a clean etch profile was produced for samples
etched at a total pressure of 3.SmTorr. At 10mTorr, however, micromasking occurred on the
sample surface, particularly along the sidewalls. These "needle-like" features are all the same
height, suggesting that they were formed at the start of the etch. The effects of increasing
pressure in low pressure ECR hydrocarbon etching of InP have also been reported by Pearton et
a 3. They observed increasing polymer deposition on the surface with increasing pressure and
above 30mTorr surfaces were covered with a thick polymer film It is likely, therefore, that the
features in Fig. I result from preferential deposition of carbon species on residue accumulations
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Figurel. Etch prfiles for smaples prepared at 3.SmTorr and 10mTorr. Also shown is the ratio

of YC2 ions to YCi ions recorded in this pressure range.
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left during preparation of the mask, particularly alonig the sidewalls.
It isn ti to c r what plasma s s ive rise t pfetial devscon. Fig. I

showsCIc o rato a function of presure, whee C i e CH*, CH2
o, CIU. *

and CH species and C2 ionsare C2H', C2H2, C2H3 , C2H, C2H.r and C21Is species. As
the pressn c s from 3.SmTor to 10 etort, the C2/C ratio incrses from 0.125 to
0.5. Clerly, polymer deposition is directly related to an inreasing pr n Of C2 ions and it islikly that these specie are produced at higher prsue from gas phase poyusain.

fect of varying the ECR power has been investigated for a constant pressure of 3.5
mTorr and other parameters held constant as before. In Fig. 2, the etch profiles show a dramatic
increase in surface roughness as the ECR power is increased from SOW to 160W. The etch rate
was also found to increase from 35OAmin-1 to 50OAmin-1 over this range. This trend may he
explained from consideration of the SIMS data shown in the same figure. Positive ion mass
spectra were recorded during etching and the percentage abundance of I and XC! ions have
been plotted at each power, where H includes H*, H2* and H3* species. As the ECR power
increases, the i ion abundance rises dramatically and likely causes preferential removal of P
from the InP surface resulting in In droplet formation. Chang et al s observed similar droplets
during H2 RIE of InP.

Attempts have been made to remove these In droplets at 160W ECR power by increasing the
proportion of methyl species in the plasma. The hope was to increase the formation of the volatile
group III methyl and dimethyl species and thereby improve the surface morphology while
maintaining high etch rates. Figure 3 shows the etch profiles for samples etched at 160W ECR
power and CH4/(CH4+H 2) flow ratios ranging from 13% (as in Fig. 2) to 100%. The % ion
abundance of XCI ions and Y-H ions are also plotted in Fig. 3. As the flow ratio increases from
13% to 100%, the YI-I abundance reduces from 60% to 16% and the XCt abundance increases
from 28% to 64%. It is interesting to note that the highest -C1 % ion abundance (no H2 dilution)
gave rise to the fastest the etch rates of 1200Amin-' and much smoother surface morphologies.
These results suggest that smooth etching of InP requires balanced removal rates of In and P and
that the etching is rate limited by the formation and/or removal of methyl-indium species.
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325



7 1200

1; ot 1100
S100w

- 800 >.

H lons600
600 .

20 40 60 80 100 1200
CH4/(CH4+H2) Ratio

Figure3. Etch profiles for samples premred at CH4/(CH 4+H2) flow ratios ranging from 10%
to 100%, 160W ECR Ar flow rate of 8sccm and constant total flow of 28.8sccn.
Also shown is the % ion abundance of Di ions and XCI ions at these flow ratos.

Finally, InP etching has been carried out at the same system parameters as the sample prepared
at 13% CH4/(CH4+H2) flow ratio in Fig. 3 except that the position of the microwave tuning
piston was shifted 1.5cm to a new stable resonance position. The surface morphology and the
reactive ion precursor distributions were similar to the sample prepared at 27% CH4/(C- 4 +H2)
flow ratio in Fig. 3. These results show that specific microwave cavity modes produce quite
different relative concentrations of ion species and , therefore, different etch characteristics. Also,
SIMS studies of ion distributions have shown that, for a given r.f. bias, it may be possible to
make predictions about etched surface properties based on knowledge of the relative
concentrations of ion species.

2. Identification Of Volatile Products

The volatile products evolved during ECR hydrocarbon etching of InP have been studied in
detail. Figure 4 shows mass spectra recorded from a CH4/IH2/Ar plasma with and without InP in
the chamber. The data obtained without InP in the chamber will be referred to as background. In
Fig. 4a, phosphine peaks appear well above background at mass 32, 33 and 34 corresponding to
PH*, PH2 and PH3" ions. The mass 47 and 48 peaks in Fig. 4b are attributed to the primaryphosphines HPCH 3 " and H2PCHy, respectively. The signal at mass 46 is either the methyl
phosphin., fragment PC1 3 " or perhaps the methyline phosphine isomer HPCH'2" and the mass 45
peak is labeled as PCH2 ". Smaller signals (not shown) appear above background at masses 60,
61, 62 and 76 and are assigned as (C2Hs)P', (CH3)2P', HP(CH)2 and P(CH3)Y, respectively.

326



10 1 C

II

04 C3*

0 . 0

- 0.2 P14 0.28 C4

32 34 36 44 46 48

a) e kb) niVe

10 10 . 1 1. .I I

CH4,H2,AI - . CH4H2 A( -p -
--a ri n-'4CHV)

2
' M-IP

£ C
C

0.4 0.4.3

r" 0.2 0.2

114 lie Ila 121) 122 142 144 146 148 150 152

10 ne Id) m/ea
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multiple quantum well stuctur.
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In an attempt to identify the In reaction products, mass spectra have also been recorded in the
mass rage11to12Temsssetoeesnstitwaineaeto5testeeeln
Figs. 4a and 4b and the renormalised data for dominant peaks in this mass range are shown in
Figs. 4c and 4d. The In peak is clearly visible above background at m ss 115 and, more
imnpoandy, a distinct peak is observed at mass 145 attributble to In(CH3)2 ions. Further peaks
have been found at mass 130 and 131 (not shown), indicating the presence of InCH3 and
HInCH3+ species. No signal is observed for the parent trnmethylindium (TMI) molecule
In(CH3)3 at mass 160 and this result is consistent with mass spectra data recorded by workers in
the field of MOCVD 6 which clearly show that the main peak in the cracking pattern of TMI is
In(CH3)2.

3. Endpnin Detection

In this section we demonstrate the application of volatile species identification to endpoint
detection during etching of the InP/InGaAs multiple quantum well shown in Fig. 5. Etch
parameters were 80W ECR pwer, 40W r.f. power (-160V), 2.2mTorr and flow rates of 2.8sccm
CH4, l8sccm H2 and 8sccm Ar. The PH3* and AsH* ions were monitored during of etching and
the resulting depth profiles are shown in Fig. 5. The eight 65A InGaAs layers are easily
distinguishable from peaks in the AsH" and troughs in the PH3* signals.

CONCLUSIONS

These results demonstrate the value of in-situ SIMS diagnostics in low pressure ECR reactive
ion etching. The equipment facilitates rapid optimization of system parameters by providing
detailed information about the reactive precursor chemistries in the plasma. In addition, the
reaction chemistry of hydrocarbon RIE of I-V materials has been clarified and, in particular, the
group IIl volatile product has Oeen identified for the first time. Finally, volatile product
identification has an important application in endpoint detection and quantum wells of 65A
thickness are easily resolved for sample areas of 1cm2 .
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N-S/TU MONITORING BY MASS SPECTROMETRY FOR GaAs ETCHED WITH AN
ELECTRON CYCLOTRON RESONANCE SOURCE

D. L KAHAIAN AND S. W. PANG
Solid State Electronics Laboratory, Department of Electrical Engineering and Computer Science.
The University of Michigan, Ann Arbor, MI 48109-2122

Quadrupole mass spectrometry (QMS) has been used as an in-situ diagnostic technique
for GaAs etched with an electr cyclotron resonance source. Changes in the detecd signal
intensities for reactive species and etch products have been related to corresponding changes in
the etch rat as several process paramuten were varied. The detected 75As+ and to a lesser
degree, 35a+ and 7wCl2*, were observed to follow etch rate as microwave power, rf power,
source to sample distance, temperature, and pressure wen varied. The self-induced dc bias
(IVdj) determines the etch rate dependence on etch time. The time delay before saturation of the
monitored 73As signal corresponding to a constant etch rate is inversely proportional to IVdl.
The addition of N21 02 in a 4:1 ratio to constitute 15% of the total discharge resulted in a 95%
decrease in the intensity of the monitored 75As+ signal. The measured etch rate decreased by
75%.

Introduction

Semiconductor devices with continuously decreasing feature sizes require precise control
of tch rate, profile, and selectivity for pattern trnsfer. Dry tch techniques are often used to
provide anisoropic tch profiles; however, tch selectivity may be low and defects may be
induced due to ion bombadment. Furthermore, dry etching is found to be extremely sensitive to
systm conditions such as drifts in instruments or deposition on chamber walls. Therefore, anon-invasive and sensitive monitoring technique is needed to run-to-run variations for
dry etching to meet the demands imposed by stringent reqments for linewidth control.

Quadrupole mass spectrometry (QMS) has been used to monitor the relative
concentrations of reactive species and volatile etch products during the etching of rI-V
materials.[1-5] We have used QMS as an in-situ diagnostic technique for GaAs etched with a
CI2/Ar discharge generated by an electron cyclotron resonance (ECR) source. Etching with an
ECR source provides a discharge with high ion density while maintaining low ion energy.f6-8]
The concentrations of etch products and reactive species under different etch conditions have
been monitored and correlated to the etch rate.

Experimental

All etching experiments were conducted in a multipolar ECR source.[9] A sliding short
and adjustable input probe allow the 2.45 GHz microwave power to be coupled into the cavity
with optimal impedance matching. Resistive heating and liquid nitrogen flow allow process
temperatures to be controlled over the range of -130 to 40(0C. Source to sample distance can be
varied with a moveable 13.56 MHz rf-powered stage while operating pressures were set by a
throttled 1500 Its turbomolecular pump. An additional magnetic confinement ring is located
below the ECR source to reduce recombination of reactive species with the chamber walls.
Process gases are introduced into the chamber through an adjustable gas ring located around the
stage and an annular ring located at the base o the quartz dome. Base pressure for the load
locked ECR source was maintained below 5xl0o Torr.

A Spectramass Dataquad QMS mounted 66 cm downstream from the plasma chamber
wall was used to monitor etch products and reactive species present within the plasma. The mass
spectrometer was differentially pumped by a 80 I/s turbomolecular pump with further pressure
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reduction achieved by an orifice that is 2 m in diameter. Bae pressure at the mass
spetaeter sampling head was kept below IxlO Torr. The ionizer electron energy used was

A Ni etch mask was patterned on the materials through standard optical lithography.
Scanning electron microscopy was used to evaluate surface morpholofy while stylus
profilometery was used to measure etch rates following the removal of the Ni etch mask with
HCL

Remits and Disuams

Microwave power and rf power were varied over the ranges of 0 to 1500 W and 25 to 200
W, respectively, to investigate the ability of the mass spectrometer to relate etch rate with
detected signals of reactive species and etch products in the chamber. Correlation between
changes in the detected signal intensities and changes in the measured etch rate were also
investigated for varying source to sample distance (8 to 27 cm), temperature (25 to 350 OC), and
pressure (1 to 5 mTorr). The samples wern typically etched with a C12/Ar discharge using a flow
ratio of 4/24 sccm at 2 mTorr and 13 cm below the ECR source to provide smooth surface
morphology. As illustrated in Fig. 1, as microwave power increases, the intensity of 75As+
signal increases corresponding to the faster observed etching of GaAs. The increased etch rate
is due to the enhanced dissociation of the 12 gas at higher microwave power. Etch products
such as GaClx and AsClx may be dissociated in the discharge by the microwave power, and to a
lesser degree by the rf power before reaching the ionizer. The intensities of 4Ar+ was found to
be independent of microwave power. Even though the concentration of Ar + in the plasma is
expected to increase with microwave power, the detected 4 0Ar+ signal intensity remained
constant since the mass spectrometer was monitoring the total concentration of Ar (ions as well
as neutrals) and not just Ar ions. The 7002+ and 35 1+ signals were observed to decrease slightly
as microwave power increased. An overabundance of Cl+ ions is produced by the ECR source,
and therefore, changes in the 70C2t and 35Ci+ signals are less sensitive to changes in etch rate.
Nonetheless, the onset of depletion of reactive species is suggested by the slight decrease in the
chlorine signals as etch rate increases substantially over the large range of microwave power.

From Fig. 2, the GaAs etch rate is observed to increase from 86 to 171 nm/min as rf
power was increased over the range of 25 to 250 W. The ability of the 75As+ signal to follow the
slight increase in etch rate demonstrates the sensitivity of in-situ monitoring by QMS. Faster2" .. .... 0... .... .... . . . . .i
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Fig. 1. Effects of microwave power on Fig. 2. Sensitivity of 75As+ to etch rate for
spectral intensities and etch rate. The increasing rf power. The etch conditions are
samples were etched with 4/24 sccm C12/Ar similar tothe shown in Fig. 1 with 50 W
and 250 W rf power at 2 mTorr. 13 cm microwave power.
source distance, and 250C.
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those shown in Fig. I with 50 W microwave etched under the same conditions as shown
power. in Fig. I with 50 W microwave power.

etch rates for increasing rf power ir,'!cates that ion energy enhances GaAs etching. The mass
spectrometer is unaffected by substrate biWaing as evidenced by the constant 4OAr + signal over
the range of applied ri The ch,." signals were nearly independent of rf power. This
suggests that the incre ,tiv at - --power does not significantly deplete the chlorine
concentration.

The differentially In..ped QMS ti connected to a flange on the processing chamber
located 27 cm below the ECR source. The decreasing 75As+ signal and etch rate with source
distance shown in Fig. 3 demonstrates that 75As+ can follow the etch rate without being affected
by stage position. The self-induced bias voltages (IVdcl) increases with source distance due to
the increased grounded area exposed to the plasma. It was 260 V at 8 cm and increased to 380 V
at 27 cm. The fact that etch rate continues to decrease with source distance despite the increase
in IVdel indicates that GaAs etching is limited by the reactive species and not by the ion energy
under these etch conditions.

Higher temperatures are typically used in dry etching to promote the desorption of group
III etch products. The increasing intensity of the 75As+ signal follows large increases in etch
rate as a function of temperature as illustrated in Fig. 4. Faster etch rate is obtained at higher
temperature since increased temperature is expected to increase the reactivity of chlorine species
at the GaAs surface as well as promote the desorption of etch products. As temperature was
increased from 25 to 350C, the "5As+ signal increased from 2.9 to 4.6x0-9 Torr, corresponding
to an increase in etch rate from 166 to 456 nm/min.

As shown in Fig. 5, the increasing etch rate as a function of pressure over the range of 1
to 5 mTorr is followed by a corresponding increase in the monitored 75As+ signal. Since the
mass spectrometer is sensitive to the partial pressure of species present within the processing
chamber, the 75As+, 70C 2t, and 35a1+ signals have been normalized with respect to the 40Ar+
signal to account for the increased concentrations resulting from increased pressure. The
increased etch rate may be due to the higher concentrations of reactive species as well as the
higher ion energy at higher pressure. As pressure was increased from 1 to 5 mTorr, IVdcl also
increased from 220 to 350 V.

Induction time, defimed to be the time delay between the initiation of the plasma and the
increase in the monitored 75As+ signal, was examined as a function of IV&. The GaAs sample
was etched at 2 mTorr with C12/Ar at 4/24 sccm using 50 W of microwave power. The temporal
resolution of the QMS is 1 sec. To maintain the same condition before etching, the GaAs
samples were rinsed in DI water and exposed to an 02 plasma at 250 mTorr with 80 W rf

331



-2. 20 1005

'Atr
.2;V,.0 "c 1,02

u 710i fiz--5
5 0 1V

Fig 1& --------- dela forAs stuo i
1. 2 3-- 4 5 64 0 50 100 150 200 250 300

PRESSURE (mTorr) TIME (See)

Fig. 5. Mass spectral intensity and etch rate Fig. 6. rne delay for As+ saturation is

for increasing pressure. samples were inversely proportional to lVdcl. Samples
etched with the same conditions as shown in were etched at 13 cm, 2 mTorr, and 25 °C
Fig. 1 with 50 W microwave power. with 50 W microwave power and IV&4ranging from 10 to 100 V.

2.. ................... 300 C 140 ........ ---

250 120 00 V

1 200~ 1 1

Uo 0 soy

aI \-
00

io 0

0 -25 50 7 100 02 4 6 8 10 12

SELF-INDUCED de BIAS VOLTAGE (IVI) r- TIME (min)

Fig. 7. Effects of IVdcJ on time delay in Fig. 8. Etch rate dependence on total etch
GaAs etching. Samples were etched with time and IVdcl. Samples were etched with
the same conditions as those in Fig. 6. the conditions used in Fig.6.

power for I min before each run. The results from Fig. 6 show no increase in the 75As+ intensity

at 0 V, indicating that no etching has occurred in the absence of if power. However, with IV&4
as low as 10 V. etching can still proceed without significant time delay, demonstrating the
tremendous advantage of the ECR source in generating low energy ions at high density by• contr~olling subsrate bias and microwave power independently. The 75 As+ intensity increases

more abruptly for higher IVdcl. These results suggest that the etching initiation is not at issue, but
rather the complete removal of the surface layer such as native oxide and hydrocarbons so that
the etch rate wili remain constant over time. Redeposition of etch products is more significant
when low e.nrgy ions are u.sed, which als prevents constant etching over time. The results for
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Fig. 9. Samples were etched with conditions shown in Fig. 1. Fig 9a) shows the mass spectra
with no N20 2 addition. Fig 9b) shows the mass spectra with N2/0 2 added at 4/1 sccm.

independent of IVdcl, and remained within 1 sec over the range of 10 to 100 V. However, the
time delay to reach a saturated 75As+ signal decreased with increasing IVdcl. This shows the
important role of higher IVdc in obtaining a constant etch rate. In Fig. 8, the etch rate is
observed to vary significantly as a function of total etch time for 10 V IVdcl. The time
dependent etch rate corresponds to the time delay before the 7 5As+ signal reaches saturation. At
higher IVdcl. the time delay is shorter to reach a constant etch rate. For samples etched at 100 V,
the etch rate remained constant at 135 nm/min for etch times _10 min.

The effects of an air leak were simulated in real time by monitoring the spectra during
GaAs etching with N2 and 02 introduced into the chamber in a 4:1 ratio. Figures 9a) and 9b)
contrast the mass spectra obtained with and without Nzt$ 2 addition. For N2/02 constituting 15%
of the total flow in a C12/Ar plasma, the 75As- signal decreased by 95% and the 7OC12+ signal
decreased by 40%. The corresponding measured etch rate decreased by 75%. These results
suggest that the presence of N2 and 02 in the plasma chamber promotes the formation of a
nitride or oxide layer which inhibits the overall etch rate. Reactions in the gas phase between
dissociated chlorine radicals and nitrogen and oxygen radicals may also deplete the concentration
of reactive species available to etch the samples. These results indicate that mass spectrometry
is sensitive to changes in chamber conditions such as air leaks. Therefore, the mass spectral
signals can be monitored as baselines for process control.

Summary

Quadrupole mass spectrometry has been used to monitor changes in the concentrations
of etch products and reactive species due to corresponding changes in etch rate and plasma
conditions. The intensity of the monitored 75As+ signal has been observed to follow etch rate
dependence for changes in microwave power, rf power, source to sample distance, temperature,
and pressure. The mass spectrometer measures the concentration of ions as well as neutral
species, and is therefore not sensitive to changes in the ratio of ion to neutral density as a
function of operating conditions. The self-induced dc bias determines the etch rate dependence
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on etch time. With IVdcI as low as 10 V, etchin; is initiated immediately at 10 sec, but it takes
up to 4.5 min to reach a constant etch rate. In-suu monitoring with mass spectrometer was also
used to examine the effects of a simulated air leak. The 7As signal was observed to decrease
by 95% following the addition of N2 and 02 with a corresponding 75% decrease in the measured
etch rate.
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ABSTRACT

The case for incorporating an arsenic capping layer in compound semiconductor device
processing has been investigated with x-ray photoelectron spectroscopy (XPS), low-energy
electron diffraction (LEED) and scanning electron microscopy (SEM). The As cap was found
to be stable upon exposure to common processing chemicals, such as acetone, photoresist,
developer, and N-methyl-2-pyrrolidone, a common polyimide solvent. A clean, c(4x4)-
reconstructed GaAs(001) surface was recovered after thermal desorption of the cap in ultra-high
vacuum, for a sample exposed to standard (maskless) photolithography. We also report a new
technique for reactive decapping at room temperature, using a beam of hydrogen radicals (H').
Pattern definition in the As cap with - 5 pm linewidth was demonstrated, using this technique.
However, XPS and SEM data for the W-etched specimens showed clear evidence of superficial
gallium (sub)oxide and of As residues along the photoresist mask edges. This novel method of
As cap patterning thus needs further refinement, before being useful to rI-V device processing.

INTRODUCTION

Throughout the history of semiconductor development, the close coupling between processing
techniques and device improvement (and invention) has time and again been demonstrated.
Modern crystal growth techniques, such as molecular beam epitaxy (MBE), have made possible
the fabrication of high-speed electronic and optoelectronic devices which capitalize on the power
of heterostructures.I When exposed to atmosphere or handled in compliance with standard MBE
substrate preparation procedures, AIGaAs epilayers inevitably contract superficial carbon and
oxygen impurities. Subsequent MBE overgrowth on such surfaces leads to free carrier depletion
at the interface, despite thermal cleaning in vacuum prior to this step.2 ,3 This carrier depletion
contributes a high series resistance, which tends to impair the performance of devices. Novel
techniques for interrupting the MBE growth process in order to contact or modify (buried)
epilayers, while retaining a high-quality growth-interruption interface, are demanded. Such
developments would strongly benefit the fabrication of present and new beterostructure devices.

In situ condensation of an As capping layer has been found to provide effective protection
of compound semiconductor surfaces against ambient contamination for periods up to several
months,',. Moreover, this As passivation efficiently suppresses carrier depletion at interfaces
of suspended MBE growth.6' ,7 The arsenic cap is conveniently desorbed by annealing in ultra-
high vacuum (UHV) environments at a substrate temperature in excess of some 350 0C. Clean,
reconstructed (AI)GaAs(001) surfaces may now be routinely prepared in this manner. Exploiting
this cap for surface passivation purposes in microelectronic and photonic device processing
demands a suitable technique for pattern definition in the condensed As layer. Regreuably,
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standard photolithography does not lend itself readily to such patterning. The temperature
required for thermal As desorption leads to excessive polymerization of photoresist, which
renders subsequent removal virtually impossible. The problem at hand may be solved either by
using a different mask material, which tolerates curing at temperatures in excess of 350 0C, or
by inventing a procedure for decapping at reduced temperature, without degrading the quality
of the regenerated epilayer surface.

This work reports a detailed study on the durability of the As cap, when exposed to the
different photolithographic processing chemicals. Moreover, the case for reactive decapping at
reduced temperature, without contaminating or disrupting the recovered (Al)GaAs(OO) surface,
was examined. Successful patterning of the As cap was achieved by etching in a beam of
hydrogen radicals at room temperature (RT), through a mask of positive photoresist on the
capping surface.

EXPERIMENTAL

Arsenic-capped A 1Ga,..As(001) epilayers (O<x< 1) were grown on n-type GaAs substrate
in a Varian Genli Modular MBE-system. Condensation of the protective arsenic layer was
accomplished by allowing the wafer to cool in a constant flux of As 2. The thickness of the As
cap typically varies from 30 mn to 3 pum, dependent on the substrate temperature (20-50 0 C) at
which the procedure is terminated. Further details regarding this capping and the thermal
decapping can be found elsewhere.'

Four samples were cut from an As-capped wafer and exposed (- 15 min) to different photo-
lithographic processing chemicals, i.e., positive photoresist (Shipley 1&IM), developer (Shipley
MF 312), acetone (the photoresist solvent), and NMP (N-methyl-2-pyrrolidone, a common
polyimide solvent). Photosensitive polyimide which may be cured at temperatures up to 450°C,
is now available and provides an alternative to photoresist for pattern definition. All treatments

As 2 p3 Ga 2p3 a Ols C1S b
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FIg.1 Core-level photoemission spectra of As-capped GaAs(001) exposed to standard
photolithography; (A) as-introduced and (B) after thermal desorption of the processed cap.
Spectra (C) shows corresponding data taken on a non-processed reference sample.
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were terminated with a rime in deionized water, and the samples were left to dry in air. A fifth
sample was exposed to complete (maskes) phoolthogray, includi oring of the photoresist
at 900C for 35 min and exposure to ultraviolet (UV) for 1 % min.

Different ydrogen treatments, incl. mealing in I atm. H2 gas and exposure to hydrogen
ions (H ) and hydrogen radicals (), were attempted, to examine the caw for reactive As
desorption at reduced temnperature (RT to 350C). This processing took place in a Fisons
ESCALAB MkI spectrometer. "Reactive" decapping at an appreciably reduced temperature was
achieved with hydrogen radicals only, and took place by formation of arsenic hydrides,
predominantly AsH 3. The arsne desorption during H" etching was monitored with a quadrupole
mass spectrometer (Fsons SX-200), and the radical beam source (Oxford Appied Research
MPD204) was turned off immediately upon observation of a distinct drop in the AsH3 partial
pressure, takm to indicate complete desorption of the As cap.

In sat x-ray photoelectron spectroscopy (XPS) and low energy electron diffraction (LEED)
mewrements carried out for chemical and structural analysis of the MBE-grown epilayer
surfhces, both after decapping by thermal desorption and using this novel reactive technique.
The spectra shown were all recorded at near-normal emission, with Al Ke x-rays and an
analyzer pass energy of 20 eV, which yields a spectral resolution of - 1.0 eV (FWHM).

RESULTS AND DISCUSSION

XPS analysis of the 4 samples exji,).-;ed to photoresist, developer, acetone and NMP (N=2),
respectively, suggests that the As cap remains intact after this processing. The durability of the
capping is verified primarily by failure to observe any Ga core-level photoemission from these
samples. The measured As 2pIa spectra resemble closely that recorded from As capping exposed
to atmosphere, only. Two spectral components may be clearly distinguished; i.e., emission from
As3+ of a thin superficial native oxide (AsO 3) with binding energy Eb= 1326.4 eV, and from
As0 of the subsurface elemental As cap with Eb= 1323.5 eV. The different chemical treatments
apparently cause no dramatic enhancement of the As cap surface oxidation. Maximum As3+
core-level peak intensity was recorded for the NMP-treated sample, for which the superficial
oxide thickness was estimated at 10-15A. 8 The measured C Is photoemission and spectral
broadening in the As 2p3, and 0 Is data of the chemically treated samples indicate minute
amounts of process-derived residual surface impurities.

Fig. 1 shows core-level photoemission spectra of the sample exposed to complete (maskless)
UV lithography; (A) as-introduced in the XPS spectrometer, and (B) after thermal desorption
of the processed As cap at a nominal temperature of 450°C. (Precise calibration of the sample
surface temperature was not done for this study. Our thermometer measures the substrate heater
temperature, which exceeds that of the sample by some 50-100 degrees). The spectra denoted
(C) show corresponding data for a non-processed, thermally decapped reference sample. From
the absence of Ga 2p, photoemission in Fig. la (A), we infer that the As cap remains intact
after photolithographic processing. Effective decapping upon subsequent annealing is confirmed
by appearance of the Ga 2pa spectrum (B). The As 2p,2 spectrum (B) in Fig.la exhibits a
predominant peak at Eb=1 32 2 .9 eV, shifted with respect to the AsP+ and As ° emission of the
capping surface (A). This peak is attributed to covalently bonded arsenic in GaAs.5 LEED
analysis of the decapped sample surface unveils a GaAs(001)-c(4 x4) surface of good crystalline
quality. This reconstruction is characteristic of As-terminated GaAs(001) with an ordered
arrangement of chemisorbed As-As dimers1-9
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P~g.2 SEM images of a patterned As cap on AIGaAs(OOl) for two different test structures (a-b),
and close-ups of the capping edge before (c) and after (d) removal of the photoresist mask.

The oxygen and carbon core-level spectra displayed in Fig. lb show noticeable diminution of
surface impurities after decappinig (B). The 0 Is emission is reduced to a negligible level and
compares with that recorded for a non-processed reference sample (C). The emission from
residual carbon contaminants clearly exceeds that of the reference sample, however. Previous
studies have established that ambient-derived contaminants desorb entirely upon thermal
decapping.S The measured C Is photoemission in (B) may thus derive from the lithographic
processing. By peak intensity analysis, we find that the surface carbon impurities contribute but
a minor fraction of a monolayer. This explains the GaAs(O0l)-c(4 x4) LEED pattern observed
on the thermally decapped epilayer surface.

Decaping and Wa=er definition by W hin

Reactive desorption of the As cap at a temperature appreciably lower than that of conven-
tional thermal desorption was achieved with hydrogen radicals, only. Fig.2 shows scanning
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electron micrographs of a patterned As cap on MBE-grown AIGaAs(001), fabricated by H"
ewhin at ambient temperature through a -I pn thick mask of photoresist. Fig.2 displays two

different test structures prepared in this manner (a-b), and close-ups of the capping edge before
(c) and after (a) removal of the photoresist mask. Despite the presence of residual arsenic,
notably along the photoresist mask edges, these micrographs demonstrate that reactive paterning
of the As cap is feasible. We believe that the residual arsenic in unmasked regions (excessive
in Fig.2b) can be attributed to premature termination of the H exposure, and that improved
definition of the pattern edges may be achieved by optimization of the etching time and the
capping and photoresist layer thicknesses. The highly irregular edge of both resist and capping
edge in Fig.2c-d is explained by poor quality of the mask employed for UV exposure.

Fig.3 shows core-level photoemission spectra of an (unmasked) GaAs(001) sample, (A) as
uroduced, and (B) after decapping at RT by aggressive etching in a H* beam for 2 mins. This

etching causes complete removal of the As cap, as inferred from the measured Ga 2pa photo-
emission and a shift to lower binding energy of the As 2 p3 spectrum by 0.5 eV. Spectral
broadening of the As 2pm levels, apparent in the reference spectrum (C) of Fig.la, was not
foumd in the data from this W-etched GaAs sample. Comparison of the measured peak intensi-
ties for the Ga 2pm and As 2p core-levels with those of a thermally decapped reference
sample suggests a moderate surface arsenic depletion.

The Ga 2pv spectrum (B) in Fig.3a comprises a minor component at E,=I 118.2 eV, i.e.,
shifted by 1.1 eV from the bulk GaAs core-level. The shifted Ga core-level is attributed to
surface oxide. This interpretation is corroborated by the measured 0 Is spectrum, which

exhibits a pronounced asymmetry in Fig.3b (B), and may be suitably decomposed in two
spectral components. The predominant O Is emission is shifted from that of the native surface
Ga oxide, by about 1.2 eV, and is tentatively attributed to physisorbed H20. We also note the
presence of carbonaceous impurities on the H-etched epilayer surface. The superficial oxygen
(incl. H20) and carbon contamination presumably derives from trace amounts of gaseous

impurites in the H2 gas supplied to the radical beam source. Like hydrogen, molecular impurities
such as CO2 and oxygen will dissociate, and thus become far more reactive, when passing
through this source. Moreover, the apparent depletion of As tends to promote oxidation of the
(AI)GaAs epilayer surface. Finally, we mention that enhanced contamination in the presence of
atomic hydrogen (presumably caused by exchange reactions), was previously reported for
cleaved GaAs(110) and InP(110) surfaces."
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Flg.3 Core-level photoemission spectra of an As-capped GaAs(001) sample; (A) as-introduced
and (B) after decapping at RT by exposure to hydrogen radicals.
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LEED analysis of the H-etched (aAs(00l) surface showed sharp (I Xl) diffraction spots
characteristic of an ordered crystalline surface, albeit with no distinct surface reconstruction.
This finding is consistent with previous data of Bringans and Bachrach," who reported the
IEED pattern of As-covered GaAs(001) to shift from c(4 x4) to (1 X 1) upon exposure to atomic
hydrogen. Exposure to atomic hydrogen has proven to provide effective cleaning of GaAs wafer
surfacesY. ' 3 Thus, we maintain that recovery of clean, ordered GaAs epilayers is possible, if
process gas (H2) of sufficient purity is supplied to the radical beam source and great care is
taken to secure clean UHV environments.

CONCLUSION

In summary, this experiment shows that the As cap is durable upon exposure to the photo-
chemicals commonly used in device fabrication. Negligible reduction of the capping thickness
was found after such processing. Reactive desorption of the protective As cap was achieved by
exposure to a beam of hydrogen radicals at ambient temperature. MBE-grown GaAs(001)
epilayer surfaces recovered using this technique was found to be Ga-terminated, with trace
amounts of superficial gallium 6xide and carbon impurities. Patterning of the As cap with 5 'm
linewidth was demonstrated, by combining H" etching with standard UV lithography.

Clearly, further process refinement is needed in order to eliminate arsenic cap residues, seen
(primarily) along the patterned cap edges, and reduce the amount of surface oxygen and carbon
impurities. Moreover, the influence of H" exposure on the electrical properties of the (AI)GaAs
epilayer demands attention. Implications for microelectronic device processing and suspended
MBE growth on patterned epilayer structures thus remain to be ascertained.

The Norwegian Telecom Research Department (TF) and the Norwegian Research Council
(NAVF) are gratefully acknowledged for financial support to this project.
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ABSTRACT

Narrow (-30 pm *) via holes have been etched in both InP and GaAs substrates using
either CI2/CH4/H 2 /Ar or BCI3/C 2 discharges, respectively. High density (-5x0 l 1 cm- 3 ),
low pressure (1 mTorr for C12/Cl 4 /H 2/Ar or 15 mTorr for BCI3/CI2 ) conditions, combined
with sidewall passivation obtained using AZ 4620 photoresist masks, produce the correct profiles
for subsequent metallization to complete the via connection. Optical emission monitoring of the
417.2 nm Ga line during GaAs etching or of the 325.6 nm In line during lnP etching provided a
sensitive, non invasive and reliable indicator of endpoint for both types of substrates. The
intensity of these lines was proportional to the microwave input power at fixed dc bias and
pressure. The via holes are suitable for a range of InP and GaAs microwave power devices,
including Heterojunction Bipolar Transistors and High Electron Mobility Transistors.

INTRODUCTION

Monolithic microwave integrated circuits (MMICs) are typically fabricated with II-V
materials, especially GaAs, and, more recently, InP. The active reions of these circuits require
creation of through-wafer, front-to-back electrical connections. ('7) These connections are
generally created by patterning thick metal pads on the front side of the wafer, and thinning the
wafer from the rear to a thickness of 75-100 gr. The backside is then patterned with a thick
photoresist or metal mask and a via hole is dry etched into the wafer, stopping at the front side
metal pads. Gold is then plated into the via hole producing a low resistance, front-to-back
electrical connection.

Dry etching of GaAs at rapid rates may be achieved in any chlorine-containing discharge,
and various mixtures of CC12 F2, BC 3, SiCL4 and C12 have been reported for via hole
applications. t") By contrast it is more difficult to achieve high etch rates for InP under
anisotropic conditions. For smooth, shallow mesa etching applications, CRi4/H 2 plasmas have
proven to be extremely effective, but rates of <500A m min-] are the maximum achievable
under normal conditions. (9 0 ) Gas mixtures based on iodine (12, HI, CH3 I) can provide high
etch rates, but the corrosiveness and instability of these gases are disadvantages. 1.12) The
major difficulty in obtaining rapid etching is the relative involatility of the In-containing etch
products. This can be circumvented by using C 2/CH4 /H 2 plasmas with the sample held at
elevated temperature to enhance the volatility of the In-Cl, species.(t 3 - tS) The role of the
hydrogen is to remove P as PH3 from the InP, while the CI 4 provides a sidewall passivation
mechanism which minimizes undercutting of the etched features. In low pressure discharges

such as the Electron Cyclotron Resonance (ECR) plasmas used here, Ar is usually added to assist
ignition and facilitate tuning of the forward microwave power.t 16) Under optimum conditions, it
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is possible to achieve InP etch rates of al gm• rm-  using CI21CHSH 2 discharges.(1 7 )
These rates are suitable for via hole applications since practical considerations require etch times
of s 100 minutes.

Another concern during via hole etching is real-time endpoint detection. Since the effective
etch rates may vary during the long plasma exposures due to heating of the wafer or the fact that
etch rates may decrease as the hole deepens, because it it more difficult for the etchant gases to
enter and for the etch products to exit the feature. Optical emission spectroscopy (OES) from
electronically excited states of etch products is an effective, non-invasive method for monitoring
dry etch processes. ( ") In this paper we report on the use of OES for endpoint detection during
dry etching of via holes in both GaAs and InP substrates with ECR discharges. In particular we
use the 417.2 atomic emission line of Ga and the 325.6 atomic emission line of In as signatures
for determining the end-point of the etching.

EXPERIMENTAL PROCEDURE

Thp GaAs a# InP substrates were patterned on the front face with e-beam deposited
Ti(500A)/Pt(O00A)IAu(4000A). The back side of the wafers was lithographically patterned
with a 15 pn thick layer of AZ 4620 photoresist which was post-baked at 150 0C to improve its
etch resistance and produce slightly sloped profiles. The latter are essential for the final
metallization step in completing the via.

The dry etching was carried out in a Plasma Therm Shuttlelock 720 system, ( 16) using either
a 60 BC13 /15 C12, 15 mTorr, -150V dc, 250W (microwave) discharge for GaAs, or a
10 C12 /3 CH4/20 H2/5 Ar. 2 mTorr, -80V dc, 750W (microwave) discharge for InP. The
sample temperatures are nominally 50 0C for GaAs and 150*C for InP, with the substrates
thermally bonded by high vacuum grease to the temperature controlled cathode. The total gas
flow rates were 75 standard cubic centimeters per minute (sccm) for BC13 /C12 and 38 sccm for
C12/CH/H 2 /Ar. The plasmas were excited in an Applied Science and Technology ECR source
operating at 2.45 GHz, into which the gases were introduced through electronic mass flow
controllers. The sample position is separately powered at 13.56 MHz to establish the dc bias on
the substrate.

Optical emission spectroscopy was performed with a Verity Instruments EP 200 DAS
system operating in the range 185-900 nm. The system consists of a 0.2m scanning
monochromator featuring a high efficiency ion beam etched holographic grating and a folded
optics design for maximum space efficiency, and a photomultiplier tube with supporting
electronics. The grating slits were 5 mm high x 100 tm wide, corresponding to a bandpass of
0.4 nm. The scan speed was set at 100 nm min - t for these long runs. For endpoint
monitoring, the intensity of the Ga atomic line at 417.2 nm and the In atomic line at 325.6 nm
were followed as a function of the etch time.

Following completion of the dry etching, some of the vias werg metallized from the rear

face with a sequence of electroless and electroplating processes (1000A Pd, 5 5Am Au, 1000A Pd)

to produce low-resistance front-to-back electrical connections. Scanning electron microscopy
(SEM) was used to monitor the success of the entire process.
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RESULTS AND DISCUSSION

(a) GaAs via holes

Representative QES spectra from the chlorine-based plasmas for etching GaAs via holes are
shown in Figure 1 to illustrate our ability to detect emission lines from the etch products. At top
is a BCI3 /C12 discharge taken with no GaAs wafers in the chamber. There is a continuum from
BCl., species and atomic lines due to chlorine transitions. Upon introducing GaAs into the
chamber (center) one immediately sees strong Ga lines at 403.3 and 417.2 nm and a GaCI line at
338.3 n. Note that these spectra were taken through a quartz window on the chamber, which
cuts off emission lines below -300 nm. Under higher dc bias conditions where the GaAs etch
rate is increased (Figure 1, bottom) these lines become more intense. Our via hole etching was
performed at - 150V dc and 15 mTorr, where the signal-to-noise for the 417.2 nm line was
-10:1.
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Figure 2 shows the OES signal and its derivative during etching of vias in a 2"0 GaAssubsirate. The test pattern contains -250 vias over the wafer area. There is an initial slightincrease in the signal intensity, possibly due to an incubation time as native oxide is removed
from the surface, followed by a lor.g period (-63 minutes) where the intensity is constant. This
corresponds to the steady-state etching of the via holes. The emission intensity begins io
decrease at 63 minutes and takes -5 min to come to a new steady state. The endpoint of theetching can be seen clearly both in the signal itself and in its derivative, which is generally a
mome sensitive indicator. We ascribe the 5 minute transition period to the uniformity of the
etching, in this case -7% (5/68). The remnant signal after endpoint is most likely due to
continued etchLng of the unmasked sections at the edge of the wafer and to undercutting of the
existing via holes. Continued etching beyond -68 minutes would lead to erosion by sputtering
of the front-side metal, which acts -,s the etch-stop, and to an enlargement of the via holes.

Examples of via holes etched in thick GaAs substrates are shown in the SEM micrographs
of Figure 3. Note the etching is quite anisotropic under our conditions, and is very uniform for
vias of the same initial diameter. The effect of slower effective etch rates for smaller diameter
vias is clearly illustrated at the bottom of Figure 3, where a 20 Pm * via has etched 10-15% less
deep than its neighboring 30 in 1 via. As mentioned earlier, this aspect-ratio dependent etching
results from the difficulty in getting gaseous etchants into, and etch products out of, smaller
holes.(5)

- ECR SOURCE-CH/H
2/Ar

8oo S00W
I mTorr

6. 00-

-00

Z 200

200 340 480 620 760 900

WAVELENGTH (nm)

Figure 4. Emission spectrum from a

CH4 /H2/Ar discharge.

Figure 3. SEM micrographs of via holes
etched into thick (500 gm) GaAs substrates
using BCI3 /C 2 discharges.
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(b) JnP Via Holes

The use of four different component gases in the mixture for etching InP produces a
complex optical emission spectrum. Figure 4 shows the emission spectrum from a CH4/H 2 /Ar
discharge (the C12 was left out in this case for clarity). The three dominant atomic hydrogen
lines are present, including the major H. line at 656.2 nm, together with a molecular hydrogen
continuum between 250-350 nm and CH emission at 431.4 nm.(19 ) The At produces a large
number of lines between 700-800 nm. Addition of InP into the chamber produced four new
emission lines at 303.9, 325.6, 410.2 and 451.1 nm, but we could not detect any P-related lines.
For 2"4o InP substrates the signal-to-noise of the 325.6 nm line was -3:1, the highest of the In
atomic emissions.

Figure 5 shows the time dependence of this In line during C12/CH 4 /H 2/Ar etching of InP
via holes. In this case there is a more obvious initial increase in the signal in the first minute of
-tching, presumably due to the need to remove the native oxide before etching commences. The
signal shows a slight increase over the entire duration of the etch, which may be due to a slow
heating of the wafer under these low pressure (2 mTorr) conditions where heat transferred to the
InP through ion bombardment and chemical reaction on the surface is not as easily radiated away
as in the case of the GaAs etching at higher pressure (15 mTorr). The width of the transition
denoting the endpoint is also slightly larger than was the case with the GaAs, which may indicate
slightly poorer uniformity for this etch.

7

6 InP: CI/CH4 IH2/Ar
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Figure 5. Realcime monitoring by ES
of the In 325.6 nm atomic emission line
during via hole etching of InP in a Figure 6. Completed, metallized via holes

C12/CH 4 /H 2/Ar discharge. etched in an lnP substrate using a

C12/CHs/H 2 discharge.
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An array of closely-spaced metallized vias etched in an InP substrate are shown in the SEM
micrographs of Figure 6, demonstrating the uniformity of the process. A close-up of one of the
vias is shown in the micrograph at the bottom of the Figure. The plating of the Au around the
interior of the via is uniform and conformal, producing an excellent low resistance connection.

Note that this substrate was 75 pm thick and required 63 minutes to etch, showing that averaged
etch rates above 1 pm • min-' are maintained with the C12/CH4 /H 2 /Ar chemistry even when
fabricating deep holes.( 20 ) There is a particular need for use of endpoint detection when wafers
with varying areas are being processed, since the loading effect can alter effective etch rates by
30% or more.

SUMMARY AND CONCLUSIONS

Optical emission spectroscopy is an effective, non-invasive and accurate technique for
monitoring via hole etching processes in GaAs and InP substrates. The tim.: dependence of
emission intensity of Ga or In atomic lines yields well-determined endpoints when etching small
diameter (30 p) vias in either type of substrate.
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REACTIVE SPUTFIERING IN
OXIDIZING/REDUCING ATMOSPHERES

J. D. KLEIN, A. YEN, AND S. L. CLAUSON
EIC Laboratories, Norwood, MA 02062

ABSTRACT
The deposition of thin films by magnetron sputtering is readily influenced by

the reduction/oxidation characteristics of the plasma. Unfortunately, the redox
state of the sputter plasma is often inadvertently determined by uncontrolled fac-
tors such as transient evolution of species from the target. Undesirable variations
in film and target properties can be avoided by actively setting the redox conditions.
This is most readily accomplished by including two competing species, one oxidizing
and the other reducing, in the chamber gas mixture. Optical emission spectroscopy,
an in-situ process monitor, was employed to observe redox interactions in nominally
unreactive dc sputtering of YBCO and reactive rf sputtering of IrO. Optical spec-
troacopy of YBCO sputtering reveals that the intensity of atomic oxygen emissions
decreases with H2 additions to the sputter gas blend.

INTRODUCTION

Water vapor additions have been shown to be useflil in both reactive and
unreactive sputtering of electrically active oxides. Sputter deposition of in-situ
superconducting YBCO (YBa2Cu 3O.) films is susceptible to a variety of pitfalls. If
the oxidation state of the target drifts with time, the target surface may change
from metallic to semiconducting. Investigators have observed beneficial effects of
H20 (1] or Ha [2,3] additions in providing spatially and temporally stable sputter
conditions. The generation of additional atomic oxygen has been suggested as a
possible mechanism [2]. Iridium oxide thin films are employed in several electro-
chemical applications such as charge injection electrodes for neural stimulation and
optical switching layers in electrochromic devices. The electrochemical properties of
iridium oxide are quite sensitive to deposition conditions. Traditionally, a "wet"
process using water additions has been employed to obtain the desired film proper-
ties [4,51. However, the development of a "dry" process based on a H22O redox envi-
ronment should enhance process stability and extend the range of available
properties. Optical emission spectroscopy has been shown to be a sensitive in-situ
process monitor for deposition of superconducting [6], ferroelectric [7,8], and electro-
chromic [91 thin films. Plasma emission spectroscopy was selected as a means of
comparing hydrogen additions to unreactive and reactive sputter deposition of oxide
thin films.

YBCO SPUTTERING

All YBCO sputter runs were performed in a Microscience IBEX-2000 deposi-
tion chamber evacuated by a diffusion pump backed by a mechanical pump. The
commercially obtained nominally stoichiometric 5.1 cm diameter YBCO target was
sputtered from a narrow anode U.S. Gun II planar magnetron at a pressure of 200
mTorr. The chamber gas was set by a blend of 12 sccm Ar, 4 sccm O2 , and 0 to 4
scm H2. A microprocessor-controlled power supply maintained a power of 80 watts
regardless of target potential. The acquisition of YBCO emission spectra was facili-
tated by a vacuum feed-through fiber optic cable, an Acton Research Spectra-Pro
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275 spectrograph, and an EG&G Princeton Applied Research 1460/1463 diode array
spectrophotometer. The collimator fitted to the collection end of the fiber optic cable
allowed light collection from the entire sputter plasma.

Three species were deemed essential to the examination of the H(O, redox
environment. Atomic hydrogen was monitored by the 656.3 nm H I peak [101.
Atomic oxygen exhibits one readily observable peak, the 777 nn 01 multiline peak.
Since the sputter plasma in an Ol% is in many ways a hydrogen flame, one would
expect the spectral details similar to those observed in flame spectroscopy. In par-
ticular, the 306.4 nam molecular OH A'Z -X TIl band system [11] was evident when-
ever both O and H2 were present. Peaks associated with cation species were also
observed but are not considered here.

As expected from metallurgical thermodynamics, hydrogen and oxygen were
found to seek a competitive redox balance. The response of the O 1777 nm and H I
656.3 nm emission peaks to H2 flow rates is shown in Figure 1. The noted emission
intensities were obtained by integrating the chosen emission peaks with respect to
wavelength and normalizing according to detector exposure time. As expected,
atomic hydrogen emissions increased as the H, flow was increased. As might be
expected for the simple chemical reasoning, atomic oxygen emissions decreased as
the hydrogen flow rate rose. Although the sputter plasma cannot be assumed to
obtain an equilibrium condition, the observed trend is that which would be pre-
dicted by metallurgical thermodynamics. That is, any increase in hydrogen content
would be accompanied by a decrease in oxygen content.

5xl 06
~YBCO

4xl 06

f 3xl 06 07

U1)

c201 06 

07

1 X1 06 -H656

0
0 1 2 3 4

H2 flow, sccm

Fig. 1. The response ofthe O 1777 nm and H 1656.3 nm emission peaks
as a function of H2 flow in YBCO dc sputtering. The indicated H, ow
was in addition to 12 scem Ar and 4 sccm 02.

From the hydrogen flame analogy, both hydrogen and oxygen must be consid-
ered chemically as reactants. The intent of optical emission spectroscopy is in-situ
observation of the reaction in the sputter plasma. Reactions within the plasma are
best discussed by the interplay of plasma variables. Those available here are the
integrated emission intensities of H, 0, and OH. Shown in Figure 2 are the intensi-
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ties of the atomic 0 and molecular OH peaks as a function of atomic H emission
intensity. As apparent from Figure 1, the 0 intensity drops as the H intensity rises.
Moreover, the fimional relationship was linear for non-zero H, flows. On the prod-
uct side of the chemical reaction, OH intensity rose as H intensity increased. The
eperimental data suggest two linear H-OH regimes having slightly different
slopes. To the extent that optical emission indicates the reaction environment
within the sputter plasma, it'is obvious that the oxidation characteristics of the
plasma can be precisely tailored by adjusting the hydrogen gas flow. YBCO films
having zero-resistance T,'s as high as 87 K have been deposited atop CeO2-coated
sapphire from ArnH,/O, plasmas.
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Fig. 2: YBCO dc sputter conditions shown in (a) H-O and (b) H-OH
emission intensity spaces.
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hO, SPUTTERING
Oxide film deposition from a metal target provides an interestig contrast to

oxide target sputtering. Elimination of the target as an oxygen source places almost
total control of plasma redox conditions in the chamber gas blend All OIr sputter
runs were performed in a Microscieme IBEX-2000 deposition chamber evacuated by
a cryopump after roughing by a mechanical pump. Mhe commercially obtained 6M
am diameter Ir metal target was sputtered from an Ion Tech, Ltd. planar magne-
tron source at a pressure of 40 mTorr. The chamber gas was fed by a blend of 15
secm Ar, 5-11 scm 0, and 6 to 10 scm Hs. A rf power supply applied 62.5 watts at
each sputter condition. The acquisition of plasma emission spectra was facilitated
by the same fiber optic cable, spectrograph, and detector setup described above.
However, light collection was accomplished through an externally mounted collima-
tor viewing the plasma through a quartz window.

One intent of the experiment was the definition of a "dry" process to supple-
ment or replace the I60-based deposition protocol previously employed. Toward
these ends, the twelve deposition conditions shown in Figure 3 were selected to
reveal the effects of H6 and 03 flow variations. The emission characteristics of the
reactive sputter plasma are simpler and more dramatic than might be anticipated.
The intensity of the atomic 0 peak as a function of atomic H emission intensity is
shown in Figure 4a. All twelve deposition conditions fall on either of two lines in
H-0 emission space. The nearly vertical line defines a redox path in which 0 emis-
sion drops rapidly with respect to increasing H intensity. The horizontal line repro-
sents significant variations in H intensity with low 0 emission. The most important
implication is that the redox characteristics are set by a tradeoff between H, and O,
flows. Each of the three H2 flows has points on both lines. The implication is that
similar plasma redox characteristics can be obtained by many different flow combi-
nations.

12 r02 gas flow A E

10" Conditions

E 8  B F
6 (C G7 'K

04 D H L

2
+ 15 sccm Ar

0 0 2 4 6 10 12
H2 , sccm

Fig. 3. The twelve Ar/H,/O, gas flow conditions used to rf sputter an Ir
metal target.
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Fig. 4. Reactive 12 sputter conditions are shown in (a) H-O and
(b) H-O-OH emission intensity spaces.
A three-dimensional plot of the twelve IrO2 flow conditions in H-O-OH emis-

sion space is shown in Figure 4b. For convenience, the run conditions correspond-
ing to the corner points of the Ar/HIO flow matrix are noted by letters defined in
Figure 3. Recalling that the H-0 emission plot shown in Figure 4a is a
2-dimensional projection of H-O-OH emission space, the additional implications ren-
dered by Figure 4b are in the area of OH emissions. As in the case of YBCO,
increasing the H6 flow tends to increase OH emissions. However, increasing the 02
flow tends to diminish OH intensity. That is, within the run conditions considered
0 and H2 additions oppose each other with respect to OH emissions. However,
these trends cannot be extrapolated without limit. The complete absence of 02 flow
would correspond to sputtering an Ir metal target in an Ar/H2 environment. Under
such conditions, OH emissions must be negligible.

Ar/H# 2 plasmas have been employed to deposit electrochemically active IrO2
films. Electrochemical cycling of such films in sulfuric add provided reversible
modulation between 52% and 87% transmittance in the visible.
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CONCLUSION

Optical mission spectrobcopy was found to be a sensitive in-situ monitor of
the a &mcionokmidation charactenistic of Ar/0H2 sputter environments. The sput-
ter plsUma exhibited spectral characteristic similar to those encountered in hydro-
gen flame spectsvecopy. Optical spectroeW of YBCO dc magnetron sputtering
indicated that H additions reduced atomi oxygen emissions and increased OH
emissions. Esentially linear relationships were found between 0 and OH emission
intensity as a function of H emission intensity. Reactive rf sputtering of an Ir metal
target in an Ar/V IH environment was performed at twelve distinct Ii-Oi flow
combinatims. Each run condition lies alon one of two lines in O-H emission inten-
sity spac. In the range of Ar/OH2 flows eamined, increasing H flow reduced
atoemic oxygen emissions and increased molecular OH emissions. Increasing Oj flow
reduced both atomic hydrogen and OH emissions.

Two significant benefits are attributed to sputtering in an H/O 2 redox environ-
ment. First, the controlled presence of the two essentially competing gas species
can overwhelm transient evolution of water vapor or oxygen from the target.
Therefore, the H02 redox balance can unambiguously set the oxidation state of the
sputter target surface. Second, the properties of the deposited film may depend sen-
sitively on its oxidation state. Particularly in the case of reactive sputtering, the
electronic and electrochemical properties of films can be varied through a wide
range by adjusting the redox characteristics of the sputter plasma.
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IN SiTU SUBSTRATE TEMPERATURE MEASUREMENT DURING MBE
BY BAND-EDGE REFLECTION SPECTROSCOPY

J. A. ROTI*, T. J. DE LYON* AND M. F. ADEL**
*Hughes Researah Laboratories, Malibu, CA 90265
**CI Systems, Ltd., Migdal Haemek, Israel

ABSTRACT

The use of band-edge reflection spectroscopy (BRS) to determine the substrate temperature
during MBE is reviewed. Data are presented for Si. GaAs, InP and CdZnTe substrates, and the
use of BRS during the growth of ZnTe on Si is demonstrated. We discuss complications that
arise due to optical interference in the epitaxial layers, and methods to compensate for the effects
of interference are described.

INTRODUCTION

Measurement of the actual substrate temperature during MBE is crucial for achieving epitaxial
layers of the highest possible quality and with maximum control over doping profiles and layer
compositions. One promising method for temperature measurement is to sense the change in the
substrate bandgap by optical spectroscopic measurements sensitive to the absorption edge.
Hellman and Harris [1] showed that transmission spectroscopy could be used during MBE to
monitor the bandgap energy of GaAs and hence to determine the substrate temperature from the
previously established relationship between bandgap and temperature [2,3]. This technique was
further developed by Powell and Kirillov [4] who showed that a step-like change occurs in both
transmission and reflection spectra at photon energies near the bandgap, and that the wavelength
position of this step can be used to determine the temperature. Adel et al. [51 extended the
reflection method to Si and discussed complications due to the presence of transparent dielectric
films on the back side of the wafer. A variant of the reflection method which uses diffuse rather
than specular reflectivity has also been demonstrated [6,7].

While all of the methods mentioned above work well for bare substrates, and therefore are
appropriate for determining the substrate temperature prior to growth, the deposition of epitaxial
films introduces optical interference effects which can distort the measured spectrum and
complicate the extraction of temperature from the band-edge data. These effects are strongest
when the films are smooth and uniform in thickness, precisely the conditions that MBE strives to
achieve, and are more prevalent in reflection than in transmission spectra. In order to realize the
full potential of band-edge reflection spectroscopy for substrate temperature measurement during
MBE, it is desirable to characterize the effects of interference and to develop methods for
correcting the errors that such effects introduce into the temperature determination.

In this paper we explore the use of band-edge reflection spectroscopy (BRS) to determine the
substrate temperature under actual MBE growth conditions. We show that the reflectance
technique works well for both direct-gap and indirect gap semiconductors, and is applicable over
a wide range of temperatures, from 20*C to over 700*C. We illustrate the problems that arise
due to interference effects in reflection measurements made from the front and back sides of the
substrate, and suggest methods to compensate for such effects.

EXPERIMENTAL

Reflectivity measurements were made using commercially available hardware and software
(Model NTM1, from CI Systems, Inc., Agoura Hills, CA), with additional optical components to
interface with the sample manipulator in a Vacuum Generators V80H MBE system. For BRS
measurements, chopped white light from a lOW lamp is directed onto the substrate and the
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specularly reflectedl light is collected and analyzed with a fast-scan gratin"g monoc hroinator and a

lock-in amplifier dection system. A bifurcated fiber bundle permits the same optcal system to
be used both for the delivery of white light to the sample and for the routing of reflected light to
the entrance aperture of the monochromator. Fo front-side reflectance measurements, the
incident light is imaged onto the substrate wafer using a lens located just outside a normal-
incidence optical viewport (i.e., the usual pyrometer port). For beck-side measurements, a quartz
light pipe and flexible optical fiber system are used to deliver light to the back of the wafer.
With this apparatus it is also straightforward to acquire transmission data by directing the
incident light onto the substrate with a lens and collecting the transmitted light with the quartz
light pipe located behind the wafer. For either reflectivity or transmission measurements, a
complete spectrum covering the wavelength range from 600-1800nm is acquired and the data are
digitized and processed to extract a temperature at a rate of once per second.

RESULTS

Figure I shows reflectivity data taken at room temperature from four common semiconductor
substrates: Si, GaAs, InP and Cd.96Zn.4Te. In each case there is a large step in the reflectivity at
a wavelength close to the room temperature bandgap. Even though Si has an indirect gap, its
reflection step is only slightly less abrupt than those of the direct gap materials.

0 .5 5 - .. . ...-- ..... ..---... ......--.. ... ..--. .. . .
S InPl Si:

0.50

0.45 . .. Figure 1. Room temperature
0.40 ---. ....................... reflectivity spectra from Si,

GaAs, InP and CdZnTe.

0 .3 . .. ... . ... ............... ...... ... ...............

0.30-................ . ----- . ..----

0.25
0.6 0.8 1.0 1.2 1.4 1.6

WAVELENGTH, gm

The observed reflectivity step arises from the fact that for photon energies above the bandgap,
where optical absorption is strong, only the first surface reflectance contributes to the overall
signal. Below the absorption edge, however, some light propagates through the wafer and is
reflected from the other side, and thus adds to the light reflected from the first surface. Because
this second component of reflected light has traversed the substrate twice, its intensity varies
exponentially with the absorption coefficient. This results in a sharp step in the net reflectivity
near the semiconductor bandgap, where the absorption coefficient undergoes a large change.

The temperature dependence of the reflectivity is contained primarily in the absorption
coefficient, the wavelength dependence of which tracks the decrease in the bandgap energy with
increasing temperature. Figure 2 presents experimental reflectivity data taken at 200C intervals,
for GaAs and Si. It can be seen that the position of the reflection step shifts to longer
wavelengths as the temperature is increased. In addition, a slight increase in the first-surface
reflectance is also observed due to an increase in the real part of the index of refraction with
temperature. At high temperatures, free-carrier absorption causes the magnitude of the
reflectance step to decrease, and eventually to disappear altogether. With Si this occurs at about
680C, and for GaAs the limit is over 800PC. For materials with smaller bandgaps, the onset of

364



free-carrier absorption occurs at lower temperatures, and this limits the utility of band-edge
spectroscopy for small gap substrates such as GaSb and InAs, for example. Free-carrier
a ponalso makes the technique not usable for heavily-doped Si substrates, which are opaque
at the band edge even at room temperature.

0.55 1 1 1 !1

0.50 Silicon
0.45 20 *C

201C0.40
tu 720°C

M: 0.35
0.30

0.8 1.0 1.2 1.4 0.8 1.0 1.2 1.4
WAVELENGTH, gm WAVELENGTH, grm

Figure 2. Reflectivity spectra for Si and GaAs, recorded at 20 0C inter~als.

Reflectivity spectra have been acquired as a function of temperature for bare substrates of Si,
GaAs, In. and CdZnTe. In each case, data were taken with the specimen mounted in conductive
contact with a resistively heated metal block, in which was embedded a thermocouple used to
measure the block temperature. Figure 3 summarizes these measurements in terms of the
wavelength position of the reflectivity step versus the temperature measured by the embedded
thermocouple. It can be seen from this plot that with increasing temperature the reflectance step
shifts monotonically to longer wavelength, with a slope of approximately 0.4-0.5nm/*C. It is
important to note that each of these curves applies to a wafer of a specific thickness, and for a
given temperature the location of the reflectivity step shifts to shorter wavelengths for thinner
specimens. In principle, the thickness dependence can be taken into account analytically, and if
the thickness change is small, a constant temperature offset is adequate to correct for thickness
variations between wafers.
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Other factors, such as the alloy concentration in the case of ternary alloy substrates such as
CdZnTe, and doping concentration in the case of IllI-V's, can also affect the temperature
calibration. To account for these factors, the most reliable procedure is to accumulate separate
calibration spectra for each type of subsrate. If this is done, the temperature accuracy achievable
on a bare substrate in the MBE chamber is approximately ±2*C, limited primarily by the
temperature accuracy of the cx situ calibration data. During growth the accuracy may be further
degraded by interference effects, as discussed below.

The bend-edge reflectance step is largest for wafers polished on both sides. However, single-
polished wafers can also be used if the incident light strikes the rough (i.e., the back) surface
frLFigure 4 shows reflectivity spectra for single-polished Si and GaAs, and it is clear from the

figure that even though the total reflectance is reduced, the band-edge step is quite apparent, and
can readily be used to determine the temperature with only a slight loss of accuracy.
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side.
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Band-edge reflection spectroscopy measurements have been used to monitor the temperature
of a radiantly-heated, 3-inch diameter Si wafer during a heating program similar to that typically
used for in situ substrate cleaning and subsequent growth of ZnTe and CdTe epitaxial layers.
Figure 5 compares the temperature determined by the BRS technique with the readings of a
thermocouple placed in conductive contact with the substrate heater. (In these experiments, the
thermocouple signal was used for closed-loop control of the heater temperature.)
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Cr 300C ..r .. ...... 275

200 .... .. .... ..

0... 2734

0 5 10 15 20 8.5 9.0 9.5 10.0 10.5

TIME, sec xl0 3

Figure 5. Temperature measurements made in situ on a Si wafer in the MBE chamber:
a) comparison of substrate temperature determined by BRS and the
indications of a thermocouple attached to the heater, b) expanded view of
the segment from 8,500 to 10,500 sec.
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These data show that BRS allows the true substrate temperature to be determined over a
wide temperature range. Figure 5b shows an expanded view of a portion of the temperature
curve to indicate the magnitude of short-term fluctuations in the substrate temperature.
Excursions of less than ±10 are observed over a time period of 2000 seconds. It can also be
seen from the data that the dynamic response of the substrate wafer is quite different from
that of the thermocouple, particularly at temperatures below 3000C where the wafer
temperature takes several thousand seconds to reach steady state.

As mentioned above, the determination of substrate temperature from BRS measurements
made on bare wafers is straightforward. During growth of epitaxial layers, however, optical
interference effects distort the reflection spectra. These effects are most evident when
reflectivity measurements are made from the front side of the wafer. Figure 6 illustrates this
problem for the case of ZnTe growth on Si, where reflectivity spectra were recorded at 5
sec. intervals during the growth, corresponding to 20A thickness increments. Interference
fringes are seen on both sides of the band-edge step, and although it is not obvious in the
figure, the wavelength at which the step occurs is observed to oscillate as the film thickness
increases, producing an apparent oscillation in the calculated temperature. For the
conditions shown, these oscillations are on the order of ±5°C, but for thicker ZnTe layers,
the excursions can reach ±20*C.

0.50

0.45 Growth of ZnTe
0.40 on Silicon............

I - 0 .3 5 ! ............. ......... ....... .... ............. i

0 .3 --- ...............

F 0.25

0.6 0.8 1.0 1.2 1.4 1.6 1.8

WAVELENGTH, grm

Figure 6. Reflectivity data taken during the growth of ZnTe on
Si at 175*C. Spectra were recorded every 5 seconds, and
the growth rate was 4A/s. The ZnTe thickness is
approximately 2000A for these data.

There are several ways to correct for interference effects in order to recover the true
temperature of the substrate. We have found that by applying a simple optical model,
interference structure can be deconvolved from the reflectivity data in real time, and
spurious temperature oscillations can be limited to less than ±5*C for ZnTe growth on Si. A
more effective approach is to make the reflectivity measurements from the back side of the
substrate. In this measurement geometry interference effects are much more manageable, as
can be seen from the data in Figure 7. Here we compare the back-side reflectivity spectrum
of a sample containing epitaxial layers of ZnTe and CdZnTe grown on a Si substrate with
the spectrum taken from the bare Si substrate prior to growth. Interference oscillations
appear only on the long-wavelength side of the reflection step and their amplitude is rapidly
attenuated in the vicinity of the step itself. Consequently the position of the band-edge step
can be determined with good accuracy from the portion of the data where the reflectivity
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just begins to rise above the first-surface value (i.e., the short-wavelength side). This
procedure yields temperatures that deviate by no more than ±20C from those determined in
the absence of the epitaxial layer.

0.60 --T F
0.55 ........ ----------...

IBare Si
0.50

~0.4--
0 .40 . . ........ .... ... ....

S0.35
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. 30~ . ...... .... ..... .... .. .......... ...........

0.25'
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Figure 7. Back-side reflectivity spectra for a sample
consisting of epitaxial layers of ZnTe and CdZnTe
grown on Si by MBE, compared to the bare Si
substrate. Data taken at 20'C
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ABSTRACT

Single photon laser ionization time-of-flight mass spectroscopy (SPI-TOFMS) is used to
monitor the gaseous fluxes of Ga and Asn, during molecular beam epitaxy of GaAs. This
noninvasive and real-time probe measures densities, and hence fluxes, of multiple chemical species
impinging on or scattered from a substrate during conventional MBE. With single photon
ionization at 118 nm (10.5 eV. ninth harmonic of Nd:YAG laser), the photon energy is large
enough to ionize the species, but insufficient to both ionize and fragment. The lack of molecular
dissociation of As2 and As4 greatly simplifies the interpretation of mass spectra. Additionally, the
geometry of the single photon ionization TOFMS permits simultaneous film growth monitoring
using RHEED. Results will be presented on the probing of scattering and desorption of HI-V
MBE species during GaAs growth. This technique promises to be a valuable in-situ diagnostic for
Ill-V and I-VI MBE.

INTRODUCTION

The development of improved in-situ diagnostics for molecular beam epitaxy (MBE) is
necessary for better control of the material deposition process. Through such monitoring, higher
quality semiconductor devices with fewer failure rates and defects and sharper junctions will result.
Laser probing of the gaseous species used in MBE allows nonintrusive and real time monitoring of
the incoming and scattered chemical fluxes a few millimeters in front of the growing substrate.
These in-situ diagnostics can provide feedback for continual flux adjustments, characterize and
quantify the growth process, and determine the purities of the semiconductor materials used in the
manufacturing process.

Only limited flux information is available with current MBE growth monitors. For example,
both nude ionization gauges and quartz crystal microbalances quantify fluxes but yield no species-
specific information. Although species specific, many spectroscopic techniques such as electron
impact emission, hollow cathode discharge lamps for emission or absorption, and laser-induced
fluorescence are not easily applied when simultaneous monitoring of multiple species is required.
Reflection mass spectroscopy (REMS) 1' 3 can be used to monitor several reflecting species, but is
unable to monitor incoming fluxes. Additionally, measurements are hindered by fragmentation of
molecular species in the electron impact mass spectrometer ionizer which complicates the signal
interpretations. Reflection high energy electron diffraction (RHEED) monitors growth rate but
does not provide information on th, composition of the impinging beams. It would be valuable to
have complementary, noninvasive methods to monitor multiple gaseous species quantitatively and
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in real time while simultaneously monitoring film growth with techniques such as RHEED or
ellipsometry.

Single photon ionization (SPI) greatly reduces molecular fragmentation compared with
multiphoton ionization and electron impact ionizers. This has previously been demonstrated for
large molecules such as organic polymers4 and polypeptides.5 The photon energy used is large
enough to ionize, but not sufficient to ionize and fragment the molecule. By avoiding the
dissociation of molecules such as As2 and As4 during MBE probing, the interpretation of mass
spectra is greatly simplified. Most species relevant to III-V and il-VI MBE have ionization
potentials less than the ninth harmonic (118 ra, 10.5 eV) of the Nd:YAG laser and can be detected
by SPI (see Table I). The application of SPI to MBE species is a straightforward, quite general,
and powerful analytical technique.

Table I. Species Ionizable at 118 nm (10.5 eV)a

Species I.P. (eV) Species I.P. (eV) Species I.P. (eV)

Al 6.0 Cd(CH3)2  8.6 Se 9.8
AI(CH 3)3  9.1 Ga 6.0 Si 8.1

As 9.8 Hg 10.4 Sn 7.3
As 2  9.7b  In 5.8 Sn(CH 3), 8.0
As 4  8 .5b Mn 7.4 Te 9.0

AsH 3  10.0 P4  9.7 Zn1 9.4
Cd 9.0 PH3  10.0 Zn(CH3)2  9.0

All ionization potentials from Ref. 6 except where noted.
Ref. 7

EXPERIMENTAL

The experimental apparatus (Fig. 1) consists of an ultrahigh vacuum chamber,8s ' 0 similar to a
commercial MBE system. The chamber is equipped with low energy electron diffraction (LEED),
RHEED, Auger electron spectroscopy (AES), residual gas analyzer, and Ar ion sputtering for
substrate cleaning. Simultaneous MBE growth, RHEED surface analysis, and spectroscopic
detection of the gas phase species approximately 1 cm in front of the substrate are possible with the
chamber configuration. Mass detection is accomplished by laser single photon ionization time-of-
flight mass spectroscopy (SPI-TOFMS).' 0

The growth of II1-V materials is carried out in the home-built MBE apparatus.8 The MBE
source region is differentially pumped, cryoshielded, and uses two commercial oven sources to
produce beams of Ga, As2, and As4. The As2 source is an As4 oven-cracker. The GaAs (100)
substrate used in these studies is Ar sputtered and then annealed in an As4 beam to remove
contamination. A GaAs buffer layer is then grown before experiments begin. RHEED shows the
substrate is smooth, well ordered, and As-stable. During growth, RHEED intensity oscillations
occur and are monitored with a CCD camera and photodiode system.

SPI-TOFMS is used to probe the incoming, desorbing, and/or scattering gas phase species.
The ionizing laser (discussed below) passes -I cm in front of and parallel to the substrate which is
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Fig. 1. Schematic of the experimental apparatus.

mounted within the Wiley-McLaren TOFltS 1 eapti o e Ton extraction is accomplished
perpendicular to the surface normal. The generated ions travel up a m flight tube and are detected
by an electron multiplier. Due to its greater resistance to deterioration by arsenic, a focussed
mesh multiplier is used instead of a microchannel plate. Since ion arrival times at the detector are
determined by mass, time-gated signals can be selected and integrated to provide simultaneous tume
histories of fluxes incident or scattered from the surface.

Simultaneous access to the substrate by the molecular beams, the ionizing laser, and a RIEEDelectron beam is allowed with the chamber geometry. By keeping the region around the substrate
near ground potential, as opposed to typical TOFMS where the extraction region is held at a high
positive potential,l I the RHEED electron beam interacts with the substrate surface with minimum
distortion. The diffraction pattern on the phosphor screen is deflected slightly downward

(approximately 2 cm in our case) when voltages are applied to the TOFMS extraction region but
the pattern itself is not significantly altered. The distance that the specular beam is deflected agrees
well with a calculated deflection based on electron beam energy. TOFMS extraction voltages, andchamber dimensions. A portion of the PREED screen has been cut away to allow the introduction
of the laser beam.

The 118 nm ionizing laser light is produced by focussing the 355 nm frequency tripled output
of a pulsed Nd:YAG laser into a static cell of Xe and A. 12 15 Due to the refractive index
differences between 118 nm and 355 rim. a LiF lens is used to diffuse the 355 nm beam and
collimate the 118 nm beam which then propagates through a LiF window into the vacuum chamber
and the extraction region. The 10.5 eV photons gently ionize the gaseous species (As4, As, and
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Ga) with a single photon. Previous studies have shown that less than 0.4% of the As 4 fragments
to As2*. and signal levels of A are less than 0.1% (noise level) of the As 4* signal. Neither As
nor As 2 is fragmented to As.1t Under typical operating conditions, the Xe pressure is 2.13 x D
Pa with 1.86 x 104 Pa of Ar added to achieve the phase matching condition. and the 355 nm pulse
energy is 15 mJ, with a 5 ns pulse duration and 10 Hz repetition rate. Values of the triplin
efficiency to 118 nm in Xe are reported to be approximately 10-5 using 20 mJ of 355 n. 15

The SPI-TOFMS technique measures species density and not flux. A velocity correction based
on the mass and source temperature of each species must be applied to convert the ionization
signals to fluxes. The relative sensitivities to different chemical fluxes depend on each species'
ionization probability, angular distribution, and TOF collection efficiency. If relative sensitivities
between species have been determined, quantitative monitoring is possible. Previous studies in
our system have found the relative sensitivity factors between As4, As2, and As to be 12:3:1.10.16
Ga appears to have a low ionization probability at 118 nm.1 ° 17

RESULTS AND DISCUSSION

Mass Sctra

The SPI-TOFMS method is used to probe the gas phase species above a GaAs wafer during
growth at a surface temperature of 920 K. Figure 2 shows a mass spectrum resulting from a
summation average of 1800 laser pulses. Signals corresponding to 69Ga (69 m/Z), 71Gal (71
m/Z), As2 (150 mZ), and As4  (300 m/Z) are observed (where m is mass. Z is atomic number).
The As 4

+ originates from incoming and unincorporated (scattered) As4 flux. Because As 4 does not

A92

o.
10 200 300

Mass (m/Z)

Fig. 2. Mass spectrum of gas phase species above a growing GaAs wafer at 920 K resulting from
a summation of 1800 laser shots. Signals corresponding to 69Ga+, 71Ga+. As 2 , and As4

+ are
observed.
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Fig. 3. An example of simultaneous monitoring with RHEED and SPI-TOFMS during GaAs

growth at 800 K. (a) RHEED intensity. (b) Time behavior of the desorbing As, flux.

fragment to As,' with single photon ionization at 118 nm, the entire As2* signal arises from As,
that is desorbed or chemically formed at the substrate.

Not only is this technique excellent for detecting scattered and desorbed species, it is well suited
as a flux monitor with feedback control. By swinging the sample out of the extraction region. the
incoming flux can be exclusively probed. GaAs growth depends on many parameters. The ability
to monitor noninvasively the Ga flux, As 4 flux, and their ratio during growth will improve process
control. Previous results have also shown that SPI-TOFMS readily detects oven cross
contamination.

10

SPI-TOFMS and RHEED

Our experimental setup allows for simultaneous monitoring with RHEED and SPI-TOFMS.
For the data shown in Figure 3. a GaAs substrate at 820 K was maintained under an As 4 flux.
After 15 sec, the Ga oven was opened and layer-by-layer growth commenced. The As4 oven was
shuttered at 50 sec and reopened at 80 sec. The Ga oven was closed after 110 sec. The top trace
shows the corresponding RHEED intensity changes. The behavior of the desorbing As, flux
during these times is plotted in the lower trace.

The RHEED response (Fig. 3a) is well understood by GaAs researchers. Under the As 4 flux.
the surface is As-stable. When the Ga flux is introduced, layer-by-layer growth at a rate
determined by the Ga flux (in this case 0.09 ML sec') begins. Removal of the arsenic flux leads
to a reconstruction change from 2x4 As-stable through 3x I to the 4x2 Ga stable. This is seen in
the sudden intensity decrease and recovery at a lower intensity. Upon reintroduction of the As 4
fluA, the As-stable surface recovers and layer-by-layer growth begins again. After the Ga is
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blocked, the growth oscillations cease.
By monitoring the ion signals measured with SPI-TOFMS, the corresponding fluctuations in

species' fluxes are also obtained The As2 is newly generated at the growing substrate and is
followed by time-gated mass detection in Figure 3b. The most obvious feature is the drastic
decrease in As2 desorption when As4 is not supplied to the surface. The signal decay indicates that
some As2 continues to desorb after termination of the As4 flux, while the slight positive increase in
time after the abrupt increase when the oven is reopened indicates that an initial uptake of arsenic
occurs in the growing layer. The results indicate that it should be feasible to detect small changes
in arsenic sticking coefficient by monitoring the desorbing fluxes during the layer-by-layer growth.
Presently the noise in the As2* signal is due to pulse-to-pulse fluctuations of the laser, which will
be normalized out in future experiments.

Single photon ionization time-of-flight mass spectroscopy is a promising new analytical
technique for monitoring MBE growth. This nonintrusive probe is compatible with RHEED
monitoring and can provide additional insight into the chemistry that occurs on and above a
growing epitaxial layer. More versatile than RHEED, SPI-TOFMS can be used with rotating
samples and under higher temperature growth conditions where layer-by-layer growth does not
occur. SPI-TOFMS has great potential, both in practical device fabrication and in fundamental
measurements of MBE growth.

Support of this research by the National Institute of Standards and Technology and by the
donors of The Petroleum Research Fund, administered by the American Chemical Society. is
gratefully acknowledged.
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Abstract

Real-time epi-film thickness is measured by an Emission Fourier Transform Infrared
Spectrometer (E/FT-IR). The E/FT-IR takes advantage of the heated wafer as the source
of IR radiation. In our experiments, wafers were cleaned using in-situ ECR hydrogen plasma
followed by film growth. The cleaning and deposition processes were monitored in real-time
using the E/FT-IR technique. We have demonstrated the application of E/FT-IR for ob-
serving real-time growth rates and incubation times. Based on these real-time observations,
the predeposition plasma cleaning process and the deposition process can be effectively mon-
itored and controlled in real-time. Application of E/FT-IR in optimizing the predeposition
hydrogen plasma cleaning process was demonstrated.

Introduction

The epitaxial film thickness is a critical parameter that must be accurately measured and
controlled. For example, it is necessary to ensure that outdiffusion and autodoping during
device processing do not significantly consume the epitaxial film. In addition, several bipolar
transistor device parameters, such as breakdown voltage, junction capacitance, transistor
gain, and high frequency performance, depend on the epi-layer thickness. There are many
thin film thickness measurement techniques [1] [2]. However, they are either destructive
or not applicable in the case of a silicon epi film on a silicon substrate. The commonly
used technique for epi film thickness measurement is the reflectance measurement using an
external IR source, and is widely used in industry [3] [41 [51 But it is only used for ex - situ
measurement, that is, the measurement is done outside the growth or etching chamber. And
it is difficult to be adapted for in - situ measuremer in - present form. The E/FT-IR
technique, on the other hand, takes advantage of a heated wafer as the infrared source.
By analysing the IR emission, we have successfully obtained epitaxial silicon film thickness
measurements on heavily doped silicon substrates [6].

Experimental

A Bio-Rad FTIR (model FTS-40) spectrometer equipped with a room temperature
deuterated triglycine sulfate (DTGS) detector was used to collect the E/FT-IR spectra. The
principles of operation for the E/FT-IR technique were reported elsewhere in detail [7]. All
experiments were carried out in our multi-chamber single-.fer chemical vapor deposition
(MS-CVD) reactor. A description of the reactor was reported in [8].
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Results and Discussions

Real-time, in stun epitaxial process monitoring and epi-flim thickness control
using B/rr-IR

Although FM-IR spectroscopy using an external JR source is commonly and widely
used in the semiconductor industry [9], it is only used for en - sit measurements (i.e.,
the measurement is performed outside the process chamber) and it is difficult to adapt
for in - situ measurements. Compared to infrared reflection absorption spectroscopy, the
infrared emission spectroscopy does not need an external light source; therefore it is easier
to implement, and it is relatively less sensitive to surface roughness and flatness. Moreover,
it is robust against vibration, rotation and misalignment of the wafer. Thus, it is well suited
for in situ monitoring of rotating wafers in production equipment. Consequently, emission
FT-IR spectroscopy has significant potential as a real-time in-situ process monitor. We have
demonstrated that E/FT-JR can be used for measuring epitaxial thin film thickness in- situ
[6]. Recently, we have successfully applied the E/FT-R technique to monitor film thickness
in real-time during growth in a multi-chamber, single-wafer CVD reactor [8].

03"

0.2.-

0.2 .

U, 0

0.0.

00 50 100 ISO

Time (minute)

Figure 1. Real-time in situ film thickness monitoring during a CVD process at 650 "C.

The real-time film thickness measurement was demonstrated by depositing a film on a
substrate with an existing epi-film. The E/FT-IR technique has been applied to measure
film thickness in situ and in real-time during the deposition processes. A film was deposited
on a 3 pm epi wafer (substrate is n-type doped with resistivity equal to 0.001-0.002 fl-cm; the
existing epi layer is also n-type with resistivity equal to about 0.5 0-cm). The growing film
thickness is the total measured film thickness minus the initial epi-film thickness. Figure
I shows the rel-time film thickness measurements during a thermal CVD process at atemperature of 650 5C. The wafer is cleaned simply by dipping it in H (10:1) solution
without bes in sed before it was introduced into the CVD reactor. Deposition was cardied
out at a pressure of 2 rtort by introducing 40 tccm of pure siane. The slope of the curve
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gives us the growth rates, and we e that the initial growth rate is slower. Although the
reasons for this change in growth rate is unknown at present, we believe it may be related to
perturbations in the deposition parameters. In addition, the real-time in sig momitor can be
used for endpoint detection and control. For example, if a 0.27 p a epi-layer is desired (see
NSA.), the deposition process can be terminated when the B/F1T-IR gives a 0.27 p m epi-flm
thickness reading. For an even more precise endpoint control, the real-time film thickness
measurements can be used to extrapolate a real-time growth rate, therefore endpoint can be
predicted in real-time. The final thickness measurement was confirmed by ex sit FT-IR
and high resolution cros-sectional transmission electron microscopy (HRXTEM) which gave
measured film thicknesses of 0.26 pm and 0.3 pm, respectively. The E/FT-IR technique is
particularly suited for real-time process monitoring, as it allows repeatable, fast, and accurate
(0.01pm precision) measurement of film thickness. This thickness information can be fed-
back in real-time to control film thickness precisely.

Optimisation of ECR hydrogen plasma predeposltion wafer cleaning

In addition to real-time in-situ monitor and control of epi film thickness, we have ob-
served growth rate changes and incubation times resulting from various predepouition wafer
cleaning conditions. By real-time monitoring of incubation time and growth rate, we were
able to obtain qualitative information about the effectiveness of the predeposition wafer
cleaning process and to assess the quality of the depositing film in real-time.

0.1 1 . .
Same CVD Conditions:
1 mTorr pressure

0.08 10 sccm SiH4
600 C

= 0.06 4W

*d 0.04

0.02
]a (C) foem 

0 ------ - - - . . . . ..

0 20 40 60 80 100 120 140

time (min.)

Figure 2. Real-time in situ monitoring of growth incubation time and growth rate during a
CVD process.

Figure 2 shows the real-time thickness monitoring results of three depositions performed
under the same deposition conditions (see inset in Fig.2). Data (a) (Fig.2) shows an incuba-
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tion time of 30 minutes resulting from a deposition on a native oxide covered silicon surface.
Subsequent cross sectional transmission electron microscopy (XTEM) conirmed that the
deposited film was polycrystalline silicon. Data (b) does not show an incubation time; how-
ever, the growth rate is slower compared to that in Figure 2(c). The corresponding XTEM
picture shows that the film grown with slower growth rate is a defective epi fhm. The XTEM
picture corresponding to Data (c) shows that a defect free epi-film is deposited after ECR
hydrogen plasma cleaning. However, the interface between the epi-ilm and substrate was
clearly visible, suggesting that the process condition was not optimised. We carried out a
L12 orthogonal design of experiments for optimising the ECR hydrogen plasma predeposition
wafer cleaning process. We kept the same deposition condition after each cleaning experi-
ment. Using the E/FT-IR, we have eliminated many unnecessary post-deposition materials
characterizations (e.g. Rutherford back scattering (RBS), cross sectional transmission elec-
tron microscopy (XTEM), and secondary ion mass spectroscopy (SIMS)). When we saw an
incubation time and/or slow growth rate, we knew that the cleaning process was ineffective
and that the epi-film was defective, consequently we did not perform those time consum-
ing and costly post-deposition materials characterizations. Thus, plasma cleaning process
optimization time was shortened and post-deposition materials characterization cost was
reduced.

Figure 3. Cross-sectional TEM picture of a defective epi-film.

In addition, we observed that a plus 10 Vdc bias applied to the wafer was important to
reduce ion damage. Previously, it was shown that hydrogen plasma cleaning of silicon dioxide
required ion bombardment[10]. Since the mass of hydrogen molecules is relatively small, one
might expect minimum damage from hydrogen ions; however, severe damage by hydrogen
ions was observed during radio frequency hydrogen plasma cleaning process [l]. We found
that a plus 10 volts DC bias was required to suppress damage by ECR hydrogen plasma.
Figure 3 shows a XTEM picture of a sample that was cleaned by ECR hydrogen plasma
at -50 Vdc bias. Clearly, an interface layer of about 30 nm was observed. We believe this
interfacial layer was the damaged surface layer prior to film growth. Moreover, the contrast
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below the interface within the substrate indicates possible stress field resulting from the
defective film. Moreover, the XTEM picture of a sample that was cleaned by ECR hydrogen
plasma (under the same cleaning conditions) with a 0 Vdc bias showed a defect free film.
However, the interface between the film and substrate of the sample was still clearly visible.

Figure 4 (a) shows the real-time thickness monitoring results of a wafer that was cleaned
under an optimised cleaning condition with a plus 10 volts DC bias. The deposition condition
and the optimised plasma cleaning condition are specified in Figure 4(a). The corresponding
XTEM picture (Fig. 4(b)) shows that this film was defect free and the epi-substrate interface
was almost invisible. This indicated that under these conditions, the ECR hydrogen plasma
did not damage the wafer surface and the surface was in good condition prior to film growth.

0.2 . . . . . . . . . . . . . . .
ftdpcio wmafe,,r ea u n:

=I. Mianawave power 300 W
"0.16 Cu,-utSne MA.MA

im +10 Vdc
Temperature 600 "C ow

a Presre. I mTcr aO
-b flow rate: 20 sc GoZj 0.12 canin ft. 5 ati OW

,-N 0.08 am
O

OW CYD oundiattm
0.04 Oo Tempetum. 600 'C

0 am PrmMs.e I mTort
_co Si flow ae: 20 scam

.L . . . a . - - - - -I . IIli

0 20 40 60 80 100 120
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100

Figure 4. (a) Real-time in situ film thickness monitoring during a CVD process after hy-
drogen plasma predeposition cleaning; (b). Cross-sectional TEM picture of a defect free
epi-film.
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Conclusion

We have reported an emission FTIR technique for epi-film thickness measurement. We
have demonstrated that the E/FT-IR technique can be used as a noncontact, nondestructive
i*-it, real-time film thickness monitoring tool. Moreover, an application of E/FT-IR for
real-time in sits monitoring of epitaxial silicon film thickness is demonstrated. From the
real-time thickness measurements, growth rates can be obtained in real-time and the end-
point epi-film thickness can be controlled precisely. Furthermore, we have demonstrated an
application of E/FT-IR for optimizing the predeposition hydrogen plasma cleaning process.
We have shown that by using a real-time in situ monitor, process optimization time can be
shortened and materials characterization cost can be reduced.
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ABSTRACT

Electron traps in Czochralski-grown n-type (100) silicon with and without donor
annihilation annealing have been studied by deep-level transient slectroscopy. A total
of eight electron traps are observed in the concentration range 10 -- 10" cm 3 . It
is thought that these are grown-in defects during crystal growth cooling period
including donor annihilation annealing. It is suggested that two electron traps labelled
A2 (Ec-0.34 eV) and A3 (Ec-0.38 eV) of these traps are correlated with
oxygen-related defects. It is shown that traps A2 and A3 are formed around 400 0 C
and disappear around 500-600 * C.

I. INTRODUCTION

Oxygen is incorporated in Czochralski-grown (CZ) silicon during crystal growth.
Oxygen normally occupies the interstitial site (0i) and is electrically inactive. However,
oxygen tends to precipitate and interact with point defects during crystal growth cooling
period, since the dissolved oxygen concentration in CZ silicon is far above the solubility
limit. It is possible that the resultant oxygen-related defects are electrically active.
Thermal donor is one of the well-known oxygen-related defects [1],[2].

Nauka et al. [3] have observed oxygen-induced recombination centers in
as-grown CZ silicon. Recently, Mishra et al. [4] have reported that oxygen-related
defects act as minority carrier traps in p-type CZ silicon. On the other hand,
grown-in defects in CZ silicon have been studied using positron annihilation method,
which has indicated that vacancy-type defects as well as oxygen clusters are present in
as-grown CZ silicon [5]. It is important to investigate grown-in defects in CZ silicon,
since these may play an important role for LSI device processing through the
precipitation of oxygen [6].

Deep-level transient spectroscopy (DLTS) is a powerful technique to study traps
in semiconductors [7]. Grown-in defects in bulk GaAs have been extensively studied
by this technique [8]. However, there are few DLTS studies on grown-in defects in
CZ silicon, probably because of very small concentration of defects, although defects
introduced by high temperature heat treatment have been studied by DLTS [9-11].

In this study, we apply DLTS with a bipolar rectangular weighting function to
characterize grown-in defects in n-type (100) CZ silicon with and without donor
annihilation annealing. Trap concentrations observed in this work are in the range
1010 to 10'' cm-I.

II. EXPERIMENTAL PROCEDURE

Five, phosphorus-doped (100) n-type CZ silicon wafers (wafers A, B, C, D and E)
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are used and their wafer characteristics are shown in Table I. Wafers A and B are
as-grown ones without donor annihilation annealing, while wafers C, D and E receive
donor annihilation annealing. Resistivity is measured using the four-point probe
method. The interstitial oxygen concentrations are determined by a Shimazu 8100M
Fourier transform infrared spectrometer. The interstitial oxygen concentrations are
calculated to JEIDA procedures (a conversion factor of 3.03x10 -cm-2 ). The
interstitial oxygen concentrations of wafers A and C are higher than those of wafers B,
D and E.

Au Schottky barrier contacts are fabricated on the front surface for these wafers to
make DLTS measurements. The back ohmic contacts are produced by using
rubbed-on eutectic gallium-indium to avoid hih temperature process. Annealing
experiments in the temperature range 100 to 650 C are carried out in flowing N 2 for
wafers E. Annealing time is 30 min.

The DLTS method with a bipolar rectangular weighting function, which has a
better signal-to-noise ratio compared to the conventional one [12],[13], is employed in
this work. The capacitance is measured by using a Boonton 72B capacitance meter.
DLTS measurements are made in the temperature range 80-300 K.

III. EXPERIMENTAL RESULTS

Figure 1 shows the DLTS spectra for wafers A and B which received no donor
annihilation annealing. Figure 1(a) shows the DLTS spectrum obtained from the wafer
A. Four electron traps labelled Al, A2, A3 and A4 are observed. The energy levels
and electron capture cross sections for these traps are presented later. Trap Al, A2,
A3 and A4 concentrations are estimated to be 3.5x10 1o 6.2x10 'o, 1.1x1O and
8.4x10 ' cm 3 , respectively. Figure 1(b) shows the DLTS spectrum obtained from
the wafer B. It is found that no electron traps are observed with the DLTS detection

(a) A3

Table I. Characteristics of n-type J
(100) CZ silicon wafers. Al

Wafer Resistivity Oygen Donor

[9 cm] concentration annihilation (b)

[1018 cm- 3 ] annealing

A 5 1.4 no

B 9 1.1 no
100 200 300

C 40 1.4 yes
TEMPERATURE [K]

D 6 1.0 yes

E 30 1.0 yes Fig. 1. DLTS spectra for the wafer
A (a) and wafer B (b) ( r =19.1 -is).
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limit - 10 10 cm 8 in the wafer B. This result seems to suggest that traps observed
in the wafer A are correlated with oxygen-related defects formed during crystal growth
cooling period since the interstitial oxygen concentration for the wafer A is higher than
that for the wafer B.

Figure 2 shows the DLTS spectra for wafers C, D and E which received donor
annihilation annealing. Traps A2 and A3 are observed in the wafer C as seen from Fig.
2(a). In addition, a trap labelled A5 is observed. Furthermore, the DLTS signals
increase below 100 K with decreasing temperature, which indicates the presence of
shallower electron traps. Trap A2, A3 and A5 concentrations are estimated to be

"W- O to, 1.8x10 and 2.lx1 o cm -a, respectively. The concentration evaluated
for the trap A2 is an approximate value, since its DLTS signals are near the detection
limit ( _- 5x10 9 cm - ) and because of overlapping of trap A2 and A3 DLTS signals.
Figure 2(b) shows the DLTS spectrum obtained from the wafer D. No electron traps
are observed in the wafer D with the lower interstitial oxygen concentration compared
to the wafer C as similarly to the results for as-grown wafers without donor
annihilation annealing. However, three electron traps A6, A? and AS are observed in
the wafer E with almost the same interstitial oxygen concentration as the wafer D, as
shown in Fig. 2(c). Trap A6, A7 and A8 concentrations are estimated to be 3.xO 10,
2.3x10 '0 and 8.7x10 '0 cm -s , respectively.

A total of eight electron traps labelled A1-A8 are observed in CZ wafers evaluated
in this work. Trap concentrations are in the range 10 10 to 10 " cm- 3 . The thermal
emission rate results for these electron traps and the lines by a least squares fit are
shown in Fig. 3. The energy levels and electron capture cross sections are listed in the

10'

(a) A

At

10'ABA A32AA6 A9

A5A

A3 10, AM

(b)

~ C)A8 10.

0 x0.5

3 4 s 6 7 8 9 10 11 12 13

1000/T [/l
I I I

100 200 300
TEMPERATURE IK] Fig. 3. Thermal emission rate data

forelectron traps observed in n-type
Fig. 2. DLTS spectra for the wafer (100) CZ silicon. The trap A9 is
C (a), the wafer D (b) and wafer E (c) observed in the annealed wafer E at
( r =19.1 ms). 350 0 C.

375



Table II. Energy levels and electron
capture cross section of electron traps Al
observed in n-type (100) CZ silicon. 0The trap A9 is observed in the /
annealed wafer E at 350 * C.F

9Ad A

Trap Energy level Electron capture cross
leVI SeCtion (Jn 2 ] (b)

Al 0.17 9.0 x 10-16 W

A2 0.34 2.3 x 10 1 4  A

A3 0.38 1.5 x 10- 14

A4 0.38 6.2 x0 - 17

A5 0.46 3.5 x 10- "j 100 200 300

A6 028 4.5 x 10-14 TEMPERATURE IK]

A7 0.29 2.7 x I0 -

Fig. 4. DLTS spectra for the wafer

prel r a n ex t o- 1  E (a), the annealed wafer E at 300 a CA9 0.18 8.8 X 10 - 1  (b) and the annealed wafer E at 350 °

C (c) ( r =19.1 ms).

Table I. These values are calculated from the thermal emission rate data in Fig. 3
assuming that capture cross sections are independent of temperature.The annealing experiments in the temperature range 100-650 * C are carried out
for the wafer E. Figure 4 shows the DLTS spectra for the wafer E annealed at 300 and
350 a C. For comparison, the DLTS spectrum for the infhE without annealing isshown in Fig. 4(a). Figure 4(b) shows the DLTS spectrum for the wafer E which
received heat treatment at 300 C for 30 min. It is found that traps A6, A7 and A8
disappear by annealing at 300 0 C. Instead, three electron traps are introduced byannealing at 350 ° C as shown in Fig. 4(c). It is noted that two of three electron traps
correspond to traps A2 and A3 observed in wafers A and C without annealing. The
preliminary annealing experiments of the wafer B also show the growth of traps A2 and
A3. However, no growth of these traps is observed for the wafer D. The emission ratedata of another trap labelled A9, and its energy level and electron capture cross section
are shown in Fig. 3 and Table 11, respectively.

he annealing behavior of traps A2 and A3 introduced in the wafer E by heattreatment is shown in Fig. 5 together with that of traps A6, A7 ane A8. Traps A6, A7
and A8 observed in the wafer E anneal out around 300 ° C. On the other hand, the trap
A3 is observed in the annealing temperature range 350-400 * C. 'Me trap A2 shows
the maimum concentration around 400 ° C and is below the detection limit around
600 a C.

IV DISCUSSION AND CONCLUSIONS

A total of eight electron traps are observed in CZ wafers with and without donor
annihilation annealing. Two electron traps A2 and A3 of these traps are present in the
wafers with the higher interstitial oxygen concentrations irrespective of donor
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D. !.

A A2
- 0A3

X A6
0 A7

0Fig. 5. Annealing behavior of traps
A2, A3. A6, A7 and AS observed in the
wafer E.

ANNEALING TEMPEJIATURE [*Ci

annihilation annealing as seen from Fig. 1 (a) and Fig. 2 (a). Furthermore, it is found
that trap A2 and A3 concentrations in the wafer C with donor annihilation annealing are
approximately one order of magnitude smaller than those in the wafer A without donor
annihilation annealing.

The annealing behavior of traps A2 and A3 is found from the annealing
experiments for the wafer E. As seen from Fig. 5, traps A2 and A3 are formed around
400 * C and anneal out around 500-600 * C. It is thought that traps A2 and A3 are
formed in the wafer A around 400 0 C during crystal growth cooling period. The smaller
concentrations of traps A2 and A3 in the wafer C are ascribed to the donor annihilation
annealing. It is expected that the time of wafers exposed to the temperature around
400 * C during donor annihilation annealing cooling period is shorter than that during
the crystal growth cooling priod. This leads to the annihilation of traps A2 and A3 and
the suppresion of regrowth of these traps in wafers which receive the donor annihilation
annealing. It is thought that the formation of traps A2 and A3 is related to the oxygen
concentrations and the exposure time around 400 * C in wafers. However, no
observation of the growth of traps A2 and A3 in the wafer D may suggest that another
species is also related to these traps.

Nauka et al. [3] have reported the presence of oxygen-induced recombination
centers in as-grown CZ silicon. They have ascribed these centers to grown-in
oxygen precipitates. Recently, Mishra et al. [4] have indicated that oxygen-related
defects act as electron traps in p-type CZ silicon using surface photovoltage (SPV)
minority carrier diffusion length measurements. Electron traps observed by SPV
measurements [4) may correspond to those observed here by DLTS, although the
interstitial oxygen concentrations of CZ silicon used in SPV measurements are in the
range 5-7x10 17 cm -3. In the DLTS measurements, traps A2 and A3 are not
observed in n-type CZ silicon with the interstitial oxygen concentrations of 1.0-1.lx
10 18 cm -3. However, this does not necessarily mean that these traps are absent in
wafers with the lower interstitial oxygen concentrations. It is thought that trap
concentrations in these wafers are below the detection limit of the DLTS measurement
technique used here.

The trap Al also may correspond to the grown-in oxygen-related defects since
this trap is observed only in the as-grown wafer A with the higher interstitial oxgen
concentration. It seems that the trap Al disappears by the donor annihilation annealing,
although there is the possibility that trap Al DLTS signals are masked by the DLTS

377



signals resulting from shallower electron traps as shown in Fig. 2(a). Trap A4, AS
and AS DLTS signals are observed around 240 K as seen from Figs. 1 and 2.
Furthermore, these trap DLTS signals show the slightly broader shape, which suggests
that these consist of several trap DLTS signals. The main trap may vary among wafers,
dependent on the wafer thermal history including donor annihilation annealing.
However, further investigation is necessary to discuss the origin of these traps in
addition to traps A6 and A7.
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ABSTRACT

The relationship between minority carrier properties and solar cell characteristics of
electromagnetic (EM) cast polycrystalline Si has experimentally been investigated. The minority
carrier lifetime r and diffusion coefficient D were evaluated by a novel dual mercury probe

method. The solar cell characteristics, e.g., a conversion efficiency i were measured by

fabricating experimental solar cells using the corresponding wafers. The wafer showing high-71

(13.1%) has relatively high r (av. 8.2 ls) with small variation of D (av. 29.6 cm 2/s). On the

contrary, the low-fl ( 11%) wafer shows low r (av. 1. 1 Js), including some inferior portions with

very low T of less than 0.5 ps. It is also shown that D drastically deteriorates with decreasing c if

t is less than around 2 lis. To realize high efficiency polycrystalline solar cells, the wafers with
high value of ' and without considerably low-r portions are needed.

INTRODUCTION

For any minority carrier device such as a solar cell, the behavior of minority carriers in a
semiconductor bulk as well as at the surface essentially affects its performance, e.g., energy
conversion efficiency in a solar cell [I]. Among many solar cell materials, polycrystalline Si has
attracted much attention because of its potentiality of low cost. Currently, electromagnetic casting
of Si is expected to supply low cost and high quality polycrystalline Si wafers for solar cells [2].
Even for such polycrystalline Si, a high minority carrier lifetime rand a high diffusion coefficient
D are required to realize low cost and high efficiency solar cells. To this aim, it is important to
make clear the relationship between minority carrier parameters and solar cell characteristics
experimentally. In this paper, we will describe the experimental investigation of this relationship
for electromagnetic cast polycrystalline Si wafers. This will be done by comparing the

experimental results of the minority carrier parameters of T and D measured by a novel dual
mercury probe method [3]-[5] with the measurement of solar cell characteristics of fabricated
experimental solar cells. We will show the good relationship between these carrier parameters and
cell efficiency. We will also show the correlation between T and D across polycrystalline Si
wafers.
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" t..JWa Li.aomuI I

Fig.I Mesureentsetup for evaluating minority carrier parameters of Si wafers

mercury p method.EXPERIMENTA

We used electromagnetic cast polycrystalline silicon wafers in the experiment. The solar
cell material has advantages of low contamination, high throughput, and consequent low cost
potentiality, owing to t self-supporting growth technique by electromagnetic force without any
crucible. The average grain size was about 1.3mm. The minority carrier parameters of r and D
were evaluated by the dual mercury probe method as schematically shown in Fig.l. The
intensity-modulated GaxAIIKxAs laser diode beam (. =833 nm, 1-10 mW, 1-3 mmq ) illuminates
a front surface of a sample wafer just above a reverse-biased Hg-probe (0.5-2 mmo ). A good
rectifying contact was obtained even for a fairly rough surface of a polycrystalline Si wafer by a
Hg-probe, associated with soft contact formation. The dual mercury probe method can also be
applied to low-resistivity, p-type Si wafers. The minority carriers generated near the front surface
diffuse toward the back surface accompanying with the carrier loss by recombination in the bulk
and at the front surface. Only some of these minority carriers reaching the edge of the depletion
layer of a reverse-biased Hg-contact are collected by the Hg-probe and are measured as a
frequency-domain photocurrent (amplitude and phase shift) by a lock-in amplifier (100 kHz). The
measurement was performed under DC bias light (50 mW/cm 2). This method needs no special
device and is almost nondestructive. We can determine the unique set of r and D from
experimental amplitude or phase shift data as a function of frequency, by curve-fitting using a
one-dimensional analytical photocurrent expression. The theoretical photocurrent was obtained by
solving the diffusion and current continuity equations. It has been confirmed that the lateral
diffusion effect of minority carriers is negligibly small for normal conditions. The detailed
analytical procedures to obtain r and D from experimental data were described elsewhere [5].
This method also enables us to determine a surface reccmbination velocity s at any surface
portion. Using wafers corresponding to the samples for which minority carrier parameters were
evaluated, experimental solar cells (47mmx47mm) were fabricated by standard fabrication
processes including surface texture etching for light trapping, antireflection coating, and high-low
back contacts for a back surface field (BSF). The configuration and dimension of the solar cells
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Fig.2 Configuration of experimental solar cells.

are shown in Fig.2. The solar cell characteristics, i.e., an energy conversion efficiency rI , an
open circuit voltage Voc, a short circuit current lsc, and a fill factor FF, were measured at AM 1.5
by using a conventional solar simulator. Then we investigated the relationship between the
minority carrier parameters and the solar cell characteristics.

RESULTS AND DISCUSSION

To obtain T and D, curve-fitting between the frequency-dependent photocurrent and the
theoretical calculation was performed automatically by a conventional personal computer based on
the Newton-Raphson method. The typical result of curve-fittir g is shown in Fig.3, where the
phase shift data as a function of frequency are used. The amount of negative phase shift of the
photocurrent increases with increasing frequenLy and approaches a straight line indicating a linear
dependence on the squire root of frequency in a high frequency region. The open circles are the
measurement data and the solid line shows the theoretical curve with the T and D determined for
this sample. It should be noted that the curve-fitting is excellent. This means that the dual mercury
probe method is successful in contacting the rough surface of the chemically etched
polycrystalline Si wafer used in the experiment. The accumulated solar cell characteristics at
AMI.5 for each sample are listed in Table I. The difference in 1 (I 1%-13%) is mainly due to I,.
Figure 4 shows the map of' and D for three wafers corresponding to the solar cells with different
Tr as shown in Table I. The repeated data for the same wafer were obtained at different positions
(2mm each). Figure 5 indicates the distribution of T and D as a function of position on each wafer
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sample. We notice some remarkable characteristics from Figs.4 and 5. First, the wafer
corresponding to the relatively high-rl cell indicates high average T of 8.2 lps as well as high D
(av. 29.6 cm 2/s) with smaller deviation than that of T. The diffusion coefficient D is directly
related to minority carrier mobility in the grains. It is said, therefore, that crystallinity inside
grains of the electromagnetic cast polycrystal line Si showing the high-Ti solar cell characteristic is
good and comparable to that of singlecrystalline Si wafer, and that the higheri: is required to
realize the higher-i polycrystalline solar cell. Secondly, the low-Ti wafer shows a relatively low
value of T (av. 1. 14 gss) and has some portions with T less than 0.5 t1s and a correspondently low
D as shown in Fig.4. The minority cagfier lifetime T is mainly related to the amount of carrier
recombination sites at the grain boundaries in the case of polycrystalline Si wafers. The
deterioration of -c is due to segregation of impurities, e.g., heavy metals and/or accumulation of
defects, at grain boundaries. Purer starting Si material and more precise temperature control

SaMple ()Isc(A) Voc(V) IFF
#80 13.12 0.782 0.573 0.732
#116 11.76 0.708 0.574 0.723
#95 10.96 0.674 0.567 0.7 17

Table I Solar cell characteristics at AM 1.5 for the different electromagnetic
cast polycrystalline Si wafers.
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Fig.5 Spatial distribution of (a) minority carrier lifetime T, and (b) diffusion
coefficient D for the different EM cast polycrystalline Si wafers
corresponding to the solar cells listed in Table 1.
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during EM casting are therefore required to realize high efficiency EM cast polycrystalline Si solar
cells. Thirdly, D drastically decreases with decreasing t when the value of t is less than about
2ps as shown in Fig.4. This suggests that when the density of impurities and/or defects at grain
boundaries exceeds a certain threshold, the crystallinity degrades rapidly proportional to the
concentration of the defectsimpurities. From these observations, not only high average value ofT
and D is needed but also removal of regions of low r and D is necessary to realize high efficiency
polycrystalline solar cells. In addition, minority carrier characterization by the almost
nondestructive dual mercury probe method is useful for screening solar cell materials and for
developing high efficiency solar cells.

CONCLUSION

We have experimentally investigated the relationship between minority carrier parameters
(T, D) and solar cell characteristics (I, Voc, Isc) by using electromagnetic cast polycrystalline Si
wafers. Experimental results reveal the good relationship between these carrier parameters and
cell efficiency. The wafer corresponding to the high-Ti cell indicates high average T and high
average D with small deviation. The low-TI wafer includes some inferior portions with
considerably low c and D and shows low value of both T and D. The minority carrier diffusion
coefficient D rapidly decreases with decreasing T when T is less than around 2 ps. In contrast, in

the case of x more than about 2 ps, D slowly increases with increasing t. High efficiency
polycrystalline Si solar cells require not only high average t and D, but also no poor quality

regions where r and D are low.
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ABSTRACT

Many recent studies of the highlighted problem of visible-range photoluminescence of
porous silicon (po-Si) indicate the presence of hydrogen in this material. However, its ac-
tual role is not clear with the discussed possibilities ranging from passivation of the surface
defects to some form of active participation in the photoluminescence (PL) mechanism
itself. At the same time, in several magnetic resonance studies of po-Si the so-called Pb cen-
ter, originally identified with the < 111>-directed silicon broken bond stabilized at Si/SiO2

interfaces, has been reported.
Very recently the paramagnetic state of molecular hydrogen in bulk silicon has been

identified. The spin-Hamiltonian parameters of the related Si-NL52 EPR spectrum appear
to be identical to those of the Pb center. This observation casts severe doubts on the
original interpretation of the Pb center while, on the other hand, offering new evidence of
a prominent presence of hydrogen molecules both in po-Si and at the Si/SiO 2 interface.
In this paper the similarities of Si-NL52 and Pb centers are examined in detail, and it is
argued that the centers are the same. It is concluded that many features of the Pb center
which could not be explained within the broken-bond model can be understood with the
interstitial hydrogen molecule model.

INTRODUCTION

With the constantly decreasing dimensions of semiconductor devices, two-dimensional
structures like surfaces and interfaces become increasingly important. The active centers in
such structures will have relatively more influence on the quality of the device. Therefore,
it is important to be able to establish a microscopic picture of these centers.

0lXSi EIF :xHP H Figure 1 Microscopic models used
0 3xSi slW 0 2xsi SHP for Pb (left) and Si-NL52 (right).
0 owr si 0 otdw Si The shells of HF and SHF interac-

tion are indicated.
dangling bond : _

model 
H

One of the most familiar defects in Si/Si0 2 interfaces is the P6 center, as named by Nishi
[1], who first observed it. Later, its identification to a silicon dangling bond stabilized at

<111> Si/SiO2 interfaces was done by Poindexter [2]. The proposed structure is depicted
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in Figure 1; a single (therefore paramagnetic) electron, localized mainly in a broken bond.

The largest term in the spin Hamiltonian is then the Zeeman interaction 'h = pAB- g • S,

with p, the Bohr magneton, B the magnetic field, g the g tensor, and S the electron

spin (S=1/2). The wave function of the electron spin has also density outside tis p-

electron state of the dangling bond. Everywhere, where there is a nuclear spin the local

density of the wavefunction is probed by the nucleus, because the hyperfine interaction is

linearly proportional to the density at the atomic site. For the Pb model of Poindexter

the largest interaction is expected with the (nearest) silicon atom to which the dangling

bond is connected. In this way the observed hyperfine interaction (All = 438 MHz, A1 =

255) corresponds to 6.9% of an electron in an s-state around the silicon nucleus and 53.4%

in p-state [3]. Relative to the defect, the silicon atom is at a trigonal (Cu) site and this

symmetry is reflected in the hyperfine interaction. A simulation of the angular dependence

of the P 6 spectrum is shown in Figure 2. This reveals that the center is indeed axially

symmetric around <11>.

(100 (111] 011]

836

834

1W

332

Figure 2 Simulations of the Si-NL52 (thick
830o trace) and Pb spectra (thin trace) for a mi-

cro wave frequency of 23.2 GHz. The place of
the FSE scan of Figure 6 is indicated with a

zdashed line.

22 -
Fm11I.2:

SiNL52 Hos i

0 20 40 60 s0

The relative intensity of the hyperfine lines, as compared to the Zeeman line, should

confirm that a single silicon atom is involved in the interaction. This should be possible,

because the abundances of the various isotopes of the involved atom are reflected in the

fingerprint spectrum. In a crystal made of natural silicon 95.3% of the Pb centers will have

a first-neighbor silicon atom without nuclear spin, resulting in a singlet spectrum, i.e., a

Zeeman line. On the other hand, 4.7% of them will have a 29Si atom (1=1/2) in the first

interaction shell, producing a doublet spectrum, henceforth called the hyperfine (HF) lines.

Therefore the fingerprint spectrum allows for a direct identification of the surroundings of

the defect. In the case of the Pb center, the model predicts a (single) HF line intensity of

2.47%, i.e., a ratio of 1:40.5. The reported ratios do sometimes come close to this value, e.g.

386



1:67 [4]. But also ratios as high as 1:300 [51 have been observed. This cannot be understood
within the broken-bond model of the Pb center.

For P6 also the next (super)hyperfine (SHF) interaction shell was resolved. In this
case the intensity of the SHF lines (5% to 7.5%) indicated the presence of two or three
Si atoms in the interaction shell, consistent with the model as described above (see also
Fig. 1). However, the reported trigonal spectral class of the SHF interaction [4] cannot be
explained with the model; the three next-nearest neighbors in the model of Figure 1 are on
monoclinic I (Clh) positions.

THE Si-NL52 SPECTRUM

A recent EPR study of high-dose-hydrogen-implanted pure silicon [6] revealed a trigonal
spectrum (Si-NL52) with a spin Hamiltonian, comprised of an electronic Zeeman term and
an HF interaction, i.e., similar to the Hamiltonian used to describe P6:

N = p 5 B-g'S +SA'I (1)

The relative intensities of the HF lines of Si-NL52 depend on temperature and microwave
power in a strong way. Ratios as high as 1:100 to as low as 1:3 have been observed. A
microwave-power dependence of the individual components of the spectrum is depicted in
Figure 3. This reveals that the changing of relative intensities cannot be due to saturation
of the spectrum, since this occurs only for powers higher than -20 dBm, and the ratio is
already varying for much lower powers. Following this observation, several possible causes
for the anomalous variation of the ratio have been studied:
Defect-band formation. For high densities of the defect, the wave functions have significant
overlap and the formation of a defect-band is expected [7]. The electrons in this band have
an isotropic g value, close to the free-electron value of 2.0023. This is not observed for
Si-NL52, where every resonance belongs to the same trigonal spectrum.

J I j I I I 1 | 30

, Zeeman

020 Figure 3 Microwave power

; 10 " dependence of the Zeeman
2 Eand HF components of Si-

c NL52. The ratio is chang-
N ing even before saturation

sets in.
a

tl1 Zeen:H1=

I1 I I I j I IL I 'I 0

-40 -30 -20 -10 0 10

Microwave Power (d]m)
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Nuclear core polarization (NCP). For S=1/2 and 1=1, the level diagram of Eq.1 is drawn
in Figure 4. At low temperatures (4 K), the spin systems preferably are in the lowest three
levels (ms= -1/2), with a negligible inhomogeneity in the distribution over the different
nuclear states. The ratio of the occupancy of the lower levels and the higher levels is
determined by the Boltzmann factor x = egs

l
BBIkT : 1.3 at T=4.2 K. The most important

relaxation for the electron spins is then the cross-relaxation (Ax) in which simultaneous
change of the electron and nuclear spins occurs, while conserving total spin. Apart from
this relaxation path also electronic (AE) and nuclear (AN) relaxations are to be considered,
although they are of less importance. The differential equations then have the form:

dN1/dt = AN(N 2-NI) + AE(xN6-NI) + Ax(xNs-N,)
dN2/dt = AN(N 3-N2) - AN(N 2-NI) + AE(xNs-N 2) + Ax(xN,-N 2)
dN3/dt = - AN(N 3-N2) + AE(XN 4-N3) (2)
dN4/dt = AN(Ns-N 4 ) - AE(xN 4-N3) - Ax(xN 4-N2)
dNs/dt = AN(NO-Ns) - AN(Ns-N 4) - AE(xNs-N 2) - Ax(xNs-N1 )
dN6/dt = - AN(Ns-Ns) - AE(xN 6-N1 ).

nu- %, mt

4, e.. I,--t Figure 4 Level diagram of

the Hamiltonian as in equation
1. The relaxations are indi-
cated with AN, AE and Ax for

nuclear, electronic and cross-
3 mer - i,- - 1 relaxations, respectively. Reso-

nant (EPR) transitions are la-

2 - -- 'A, m-O beled with AR.

Without an external resonant (microwave) field, the steady-state solution of the coupled
set of equations is the thermal equilibrium distribution: N,=N2=N3 = xN/(3+3x) and
N4=Ns=N 6 = N/(3+3x), with N being the total number of spin systems. When the external
field is resonant, two extra terms are added. For example, the resonance 1 --6 gives an extra
transition:

dN,/dt' = dN,/dt + AR(N6 - N) (3)

dN 6/dt' = dN6/dt - AR(N6 - N,),

where AR is the quasi relaxation, depending on the power of the applied microwave field. The
intensity of the EPR signal is linearly proportional to the number of resonant transitions:

IEPR - AR(Ne - NI). (4)
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As an example, the numerical solution of the equations as described above, with x=4,
AN=10 -6 , AE=10 - 4, AX=10 -2 , and AR=0. yields an EPR intensity ratio of 1.55:0.86:0.59.
The saturation of the EPR lines distorts the normal ratio (1:1:1) in an asymmetrical way.
In Figure 5a this distortion is depicted in comparison with the low-microwave-power spec-
trum, while Figure 5b shows the line intensities as a function of the stimulated-transition
probability, which is a measure of the microwave power. Other values of the relaxation
parameters AN, AE, and Ax will give different ratios, but the asymmetry always remains.
This is not observed for Si-NL52, thus ruling out NCP as a possible cause for the changing
of the relative intensities of the Si-NL52 components.

2.0 b)
a) A- .4-6

1.U -i.5

10.5

47 , 275 374 0.0

800 820 840 860 -7 - 5 3 2 -1

Magnadc lad (roT) St"i"ltd-Tr "kion
Probability (*Log ))

Figure 5 a) Low power spectrum (top trace) and saturated s ,ctrum (bottom trace).
The nuclear spin is polarized by the microwaves. b) Microwave-power dependence of
the individual line intensities.

Ortho and para hydrogen. Molecular hydrogen has two forms; ortho hydrogen with parallel
nuclear spins (I=1) and para hydrogen with anti parallel spins (1=0). Assuming Si-NL52
arises from a (charged) hydrogen molecule, the changing of relative intensities of the parts
of the spectrum can be explained as an induced conversion of the ortho-hydrogen molecules,
responsible for a HF triplet spectrum, to para-H2, producing a Zeeman singlet spectrum,
and vice versa.

FIELD-SCANNED ELECTRON NUCLEAR DOUBLE RESONANCE

The method of field-scanned ENDOR (FSE) provides a way to increase the resolution
of the EPR spectrum, because it distills that part of the EPR spectrum which has nuclear
magnetic resonance (NMR) at a selected frequency [8). This simplifies the complicated
lineshape of the Si-NL52 spectrum, as can be seen in Figure 6. Here an FSE scan is shown
in comparison with the original EPR spectrum for a direction of the magnetic field close
to <011>. The FSE scan shows the Zeeman line (825.0 mT), an HF line (829.6 mT) and
two sets of SHF lines. The distance of the two outermost SHF lines is 1.60 mT (A=45
MHz), while their intensities indicate an interaction with a shell of two silicon atoms. This
is consistent with the model as depicted in the right part of Figure 1, where the first SHF
shell contains two Si atoms on the extended <111> H-H bond axis.
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WM Figure 6 EPR (thick trace) and
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CONCLUSIONS

The Si-NL52 and P6 spectra show remarkable similarities, because: 1) they have the
same spin Hamiltonian and spin-Hamiltonian parameters, resulting in a similar angular
dependence (Fig. 2), 2) show the same anomalous varying of the HF-to-Zeeman intensity
ratio, and 3) have identical SHF structure. The distance of the SHF lines is equal to the
distance observed for Pb, while their intensity, now measured accurately, is within the error
margins as mentioned before [5]. We therefore conclude that Si-NL52 and Pb both represent
basically the same defect.

On the other hand the experimental data can be better explained in the framework of
the model of a paramagnetic hydrogen molecule located at an interstitial site as indicated
in Figure 1. Namely, the new model can explain the varying of the HF-to-Zeeman intensity
ratio, by assuming a conversion between ortho and para H2, and it can explain the symmetry
and the intensity of the SHF structure. We therefore propose the same model of interstitial
H2 for Pb. Since Pb is detected at Si/SiO2 interfaces and porous silicon, such a conclusion
implies evidence for the presence of hydrogen at such places.
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ABSTRACT

Progress is reported in developing reliable methodology for imaging silicon surfaces with the
atomic force microscope (AFM). A new form of AFM, known as tapping mode AFM, has been
found to provide the best quality data for surface roughness determinations. Commercially
available colloidal gold spheres have been used to fabricate tip characterization standards and are
used to report tip size with roughness data. Power spectral density calculations are shown to
provide a useful roughness calculation based on lateral wavelength.

INTRODUCTION

Surface roughness measurements of silicon surfaces are critical to a number of technologies in
semiconductor device manufacturing. Light scattering or interferometric methods have been used
to determine roughness with sub-nanometer height precision; however, lateral resolution has
been limited to the micron scale with these methods. The invention of the atomic force
microscope (AFM) in 1986 [1] provided a new high resolution profilometry tool to access lateral
dimensions down to the nanometer scale, with atomic resolution reported [2]. The principle of
AFM involves tracing the sample topography with a sharp stylus and generating a three-
dimensional topographic map of the surface, with resolution primarily limited by the diameter of
the stylus tip. Quantitative measurement of surface roughness can be made with the AFM [3,41.

Ideally, the stylus applies a sufficiently low force (typically nanoNewtons) so as not to damage
the sample during the imaging experiment. However, silicon surfaces have been found to be
especially susceptible to damage by tip-sample interactions. Artifacts are easily generated, and
methodologies for reliably obtaining accurate topographic data have not been widely reported. In
addition, tip characterization standards and procedures have not been generally available, even
though the tip size and shape can have a significant effect on silicon roughness measurements.

In the course of studies aimed at determining the effect of chemical vapor cleaning agents on
silicon surfaces (5,61, we have developed methodology for obtaining reliable images of silicon
for characterization of surface roughness. Progress in our ongoing study is reported here in three
areas: obtaining accurate topographic data, characterizing the AFM tip used for imaging, and
exploring new methods for calculating relevant surface roughness parameters from AFM data.
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EXPERIMENTAL

AEM Imaging
Contact-mode AFM was done using a Digital Instruments NanoScope III AFM using "oxide
sharpened" silicon nitride pyramidal tips on 0.06 N/n force constant cantilevers [7]. Imaging
was done in air, and applied forces of under 30 nN were used. At applied forces above 30 nN,
damage was induced on silicon surfaces. Tapping mode AFM was done in air with a Digital
Instruments Multi-Mode AFM using etched single crystal silicon tips. For both types of
experiments, 15 gtm scanners were used, which were calibrated with I gi gold rulings [7] for
lateral calibration and with 20 A silicon oxide height standards for z-axis calibration [8].

Experiments were typically done in the following sequence. First a series of one micron square
images were obtained, then a single two micron square image was taken. Often when significant
tip-sample interaction had occurred in the one micron scans, a one micron "scan square" was
observed in the two micron image. Other tests for damage to the surface included looking for a
change in roughness (Ra or RMS) in the sequential one micron scans, and checking the
roughness in sub-areas of the two micron image to see if the area within the one micron patch of
repeatedly scanned surface yielded different surface roughness values than the surrounding
surface that had only been scanned once. In several cases, images without any obvious damage
did appear to have undergone a change that was detected by these tests, and topographic
information from these data was not reliable.

AFM Tip Characterization

Uncoated AFM tips were imaged in a JEOL 6300 field emission scanning electron microscope
with an accelerating voltage of 2 kV, which allowed magnification up to 50,000x. For critical
measurements, tips were analyzed before and after AFM imaging to determine whether gross
damage had occurred and to estimate tip diameter. In addition, a tip characterization standard was
generated using colloidal gold spheres deposited on mica with -lysine according to a recently
published method [9,10]. Standards typically consisted of a dispersion of three diameters of
gold spheres of roughly 7, 14, and 21 nm diameter. To obtain roughness measurements that can
be compared between samples and analysts, our imaging protocol has evolved to include AFM
imaging of this tip standard after roughness analysis to provide a criteria of tip size and shape.

Surface Roughness Calculations
Surface roughness was determined in three ways for the AFM images of silicon surfaces. Ra
(average roughness, the average of absolute values of surface height variations), RMS roughness
(square root of the mean of squares of distances from the mean surface level) and pi wer spectral
density were determined using algorithms in the NanoScope III software [7]. Po ,'er spectral
density is a method for calculating the magnitude of roughness as a function of lateral
wavelength, according to the following relation for a three-dimensional data set [1 1-131:

PSD = W (pq) = I / A [x/2 f dx J dy ei(Px+qY) z (x,y)]2  (I)

where PSD is the power spectral density function in units of length4, p and q are the lateral
frequencies in inverse length units, I is the scan-length, and A is the scan area.
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RESULTS AND DISCUSSION

AFM InM"in Methodology

Imaging of silicon surfaces with contact mode AFM was found to be extremely sensitive to the
force applied in the experiment. When the applied force was over 30 nN, damage to the silicon
surface was detected, either as obvious scan squares in subsequent 2 micron scans or by testing
the roughness as described in the Experimental section. In all cases (over 30 sets of experiments)
an applied force of under 30 nN appeared to yield artifact-free data. Humidity proved to be an
important factor in imaging as well; higher humidity in the lab atmosphere appeared to correlate
with increased surface damage during scanning. With sufficient care to minimizing the applied
force, contact mode AFM could be successfully used to obtain surface roughness data.

Tapping mode AFM features a decrease in lateral tip-surface interactions because the tip is not in
continuous contact with the surface. In this manner, chemical interactions and physical friction
forces are reduced. In this work, a majority of experiments with tapping mode yielded artifact-
free images. A few experiments did result in a "scanning square" as seen more commonly in
contact mode AFM, so it was still necessary to check the data to confirm that the surface was not
changed by the scanning.

A key parameter in tapping mode is the state of the probe tip. Tapping mode tips are single
crystal etched silicon probes with tip diameters under 20 nm. These tips proved fragile in use
and could not typically be reused for more than several experiments without risking damage. Tip
characterization after silicon imaging became a critical means of determining the validity of
tapping mode data, since broken tips were found to yield seemingly artifact-free data with lower
roughness than was actually present. The combination of tapping mode AFM with proper
characterization of the probe tip proved to be the most effective means of obtaining reliable,
reproducible images of silicon surfaces for roughness analysis.

Characteization of AFM Probe Tips
Comparison of data is difficult if the tip size and shape are not known since a sharper probe tip
will allow smaller features to be measured during an imaging experiment and roughness will be
larger, other things being equal. For example, the contact mode AFM results cannot be
compared to the tapping mode AFM data since contact mode uses 25-50 nm diameter silicon
nitride pyramidal tips, while tapping mode uses < 20 nm diameter etched single crystal silicon
probes. For this reason, contact mode results are less rough than tapping mode data for the same
sample. The roughness measured in any experiment is only the minimum roughness that could
be accessed with a particular probe. Tip characterization was, therefore, considered critical for
reproducible roughness measurements, as well as a diagnostic that should be reported with
roughness data.

Field emission SEM proved to be valuable for obtaining a macroscopic view of the tip size and
shape, and an example is shown in Figure 1. We also worked with a "tip standard" which was
fabricated from commercially available colloidal gold spheres and was used to characterize tips
after roughness measurements [10]. This procedure provided a stable, reusable standard.
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Figure 1. Field emission SEM images of tapping mode AFM tips (etched silicon single crystal).
A damaged tip with debris attached is shown in (a), while an image of a good tip is shown in (b)
(slightly distorted by charging effects). Tips were also characterized by imaging colloidal gold
spheres on mica; (c) is a 300 nm image generated with tip (a) which yielded triangular pictures of
6 and 15 nm gold spheres, while in image (d) tip (b) revealed uniform 21 and 6 nm spheres.

(a) (b)

(c) (d)

00-200

-0O

1o 200 30N 0 too 2ioo 0

Section (profile) plots allow direct estimates of the size and shape of the AFM tip to be made. In
Figure Ic, images of 14 nm diameter spheres show the diameter is over 50 nm for a damaged tip,
while Figure Id yields a calculated tip diameter of under 20 nm. The spheres are particularly
useful since the heights provide their diameter directly when dispersed on mica. It should be
possible to directly calculate the tip size and shape from the images, and to use these parameters
to reconstruct the original topography in images obtained with each characterized tip, in an
analogous manner to a published report [14].
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Figure 2. Tapping mode AFM images of p-type Si(100) surfaces after (a) RCA cleaning and (b)
HF cleaning. Scan areas are .300 nm, with z-axis height of 2 nrm. Power spectral density
analysis of the images are shown in (c) and (d), respectively.
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Si(100) sample Ra (A) RMS rough. (A) PSD (100 nm) PSD (10 nm)

RCA cleaned 0.71 0.89 0.74 x 10-3 nrn4  2.0 x 10-5 nm
4

HF cleaned 0.53 0.65 1.5 x 10-3 nm4  1.2 x 10-5 nm4

Conmarison of Wet Ocans

Data were obtained by tapping mode AFM to determine the effect of various wet cleans on a p-
type silicon (100) surface. Images for RCA and HF cleaned surfaces are shown in Figure 2a-b.
Qualitatively, the images suggest that the RCA clean induces more roughness on the surface,
though the HF clean seems to induce a waviness with longer spacing. Ra and RMS roughness
calculations show the RCA clean causes a rougher surface than HF, and power spectral density
calculations appear to confirm this at a small lateral wavelength (10 nr). However, PSD reveals
that at a longer wavelength of 100 nm, the roughness appears to actually be higher for the HF
cleaned surface. Work is in progress to determine the error and statistical significance of this
difference in PSD values. Depending on lateral wavelength of importance to a particular
manufacturing process, this distinction could be critical, and illustrates the value of power
spectral density analysis.
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SUMMARY AND CONCLUSIONS

We have discussed silicon surface roughness analysis by AFM, including methodology for
obtaining images, AFM tip characterization, and improved calculation of surface roughness using
power spectral density. Silicon surface imaging worked best with tapping mode AFM. Tip
characterization by field emission SEM as well as a tip standard generated from colloidal gold
spheres helped us understand the size and shape of the tip used in AFM imaging experiments.
Finally, power spectral density calculations provide an improved understanding of roughness
based on lateral wavelength.
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THE EFFECT OF POLYSILICON DEPOSITION AND DOPING PROCESSES ON
DOUBLE-POLY CAPACITORS - ELECTRICAL AND AFM EVALUATION

W. M. PAULSON, L. H. BREAUX, R. I. HEGDE AND P. J. TOBIN
Motorola, 3501 Ed Bluestein Boulevard, Austin, TX 78721

ABSTRACT

We have characterized the surface topography of silicon films from different deposition and
doping process sequences using AFM and optical reflectivity. The resulting surface structures
after deposition, doping, oxide growth, and oxide removal correlate with the electrical leakage
currents and breakdown voltages of double polysilicon capacitors. As-deposited amorphous
films had smoother surfaces than those deposited in the crystalline state. Gas-phase diffusion
doping increases the surface roughness. Only the amorphous in situ doped films retained a
smooth surface following oxidation, yielding low leakage capacitors with breakdown fields
above 8 MV/cm. Surprisingly, implanted amorphous films exhibited the roughest interfaces,
resulting in lower breakdown fields. This study has shown that AFM provides an effective,
quick, non-destructive diagnostic technique for semiconductor processing.

INTRODUCTION

The surface of polysilicon is critical for the formation of double polysilicon structures for
advanced EPROM and EEPROM circuits. The yield, performance, and reliability of these
circuits reflects the quality of both the thin tunnel oxides and the interpoly dielectrics. In turn,
these dielectric properties depend upon the surface roughness, microstructure and dopant
concentration of the polysilicon layers which are affected by the deposition temperature and
pressure, the doping process, chemical cleaning, and subsequent oxidation processes [1-3].
Surface asperities in the underlying polysilicon film may increase leakage currents and cause
low-field electrical breakdown. Therefore, control of the polysilicon surface topography is
important for future, scaled circuits with thinner dielectrics.

The surface roughness of polysilicon films has been characterized using optical reflectivity as
well as SEM and TEM analysis [2]. The development of atomic force microscopy (AFM) in
recent years [4,5] has resulted in a sensitive technique to characterize surface topography. AFM
can scan large areas with high vertical magnifications that yields a more direct and quantitative
measurement of surface properties than other techniques. Since AFM analysis is performed at
atmospheric pressure and is non-destructive, it can be implemented as a manufacturing technique
to evaluate and monitor film characteristics.

In this study the surface morphology of deposited silicon films from a wide array of potential
processing conditions for double polysilicon products was investigated. These films were
characterized using both AFM and optical reflectivity. In addition, we have fabricated capacitors
and evaluated their electrical properties to correlate with the AFM results.

EXPERIMENTAL PROCEDURES

The 250 nm thick silicon films were deposited in a horizontal LPCVD system over a 15 nm
gate oxide grown on 125 mm silicon wafers. The initially amorphous films were deposited at
550*C, while the crystalline films were deposited at 6251C. In situ doped films were produced at
both temperatures using a mixture of SiH4 and PH3. One set of undoped films from each
temperature was subsequently doped using PH3, gas-phase diffusion. Following the diffusion
process, the doped oxide formed on these wafers was removed in HF acid. A second set of
undoped films was doped using As implantation at 40 KeV to a dose of 7.0 x 1015 cm -2. The
implant was done through a 20 nm screen oxide that was deposited using CVD TEOS at 6500C
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to minimize contamination. The deposition temperature was kept as low as possible to avoid
significant polysilicon film grain restructuring, but 650°C was sufficient to initiate
recrystallization of the amorphous silicon films. This oxide was than removed after the implant
using a buffered oxide etch (BOE) with a short overetch to minimize chemical roughening of thesurface.

Six different polysilicon (P1) deposition and doping combinations were produced. The
conditions are summarized in Table I along with the acronyms for the sample ID's.
Representative amorphous films were annealed at 900'C for 40 sec to allow film thickness and
sheet resistance measurements. Following the PI processing, the wafers were oxidized at
1000 0C in a dilute Ar-02 ambient to produce 18-30 ran thick polyoxides. Wafers for AFM
analysis were removed from the process at this step. Capacitor fabrication was then completed
by depositing a second, polysilicon (P2) layer (at 625*C) that was highly doped using gas-phase
diffusion. This process step had no effect on the capacitor characteristics. Capacitor areas were
defined using photolithography and etch processes and ranged from 0.03 to 0.15 cm2 . These
capacitors were electrically characterized using CV's to determine the oxide thickness and IV's to
measure leakage currents and breakdown fields (BF). Leakage currents are characterized by the
critical field (CF) at a current density of 1.0 gIA/cm 2.

Surface topography was characterized using a scanning-probe atomic force microscope. All
the scans were made in air at room temperature. Surface topography analysis utilizes a contact-
mode of operation. The repulsive force was small enough (- 10-8 to 10-9 N) to prevent damage
to the surface. The data were recorded in real time with a PC and displayed as a colored image
without any processing. A scanned area of 5 gim X 5 jim is used for comparison. AFM
measures the surface roughness parameters of Zr and RMS, where Zr is the difference between
the highest and lowest points within the given area, and RMS is the root mean square of the
surface deviations.

Optical reflectance measurements were performed on the same samples that were used for
AFM analysis. The reflectance measurements were performed at a wavelength of 390 nm on a
spectrophotometer, which has been shown to provide good correlation to surface roughness in
spite of the differences in the refractive index between films 12]. Reflectances were normalized
to values from a bare silicon reference wafer.

RESULTS

AFM Measurem t

The surface topography was characterized after four process steps. First, the initial film
surface was evaluated following the deposition process. Second, the silicon films were measured
after the doping step. Third, the surface parameters of the thermally grown polyoxide were
determined. Fourth, the polysilicon surface was analyzed after removing the polyoxide. The
oxide surface was evaluated since the polyoxidelP2 interface is critical for electron ir.jection
from the top layer, while the bottom polysilicon surface (P1/oxide) affects electron injection
from the bottom surface. The RMS roughness values are summarized in Table I. It should be
noted that the Zr values exhibit the same trends as the RMS values, but with larger numerical
differences. Figure 1 shows the evolving AFM images following the deposition and doping step,
after the polyoxidation and after removing the polyoxide. The top row is for amorphous in situ
(a-ISD), while the second row shows crystalline in situ films (p-ISD). The a-ISD films only
changed slightly during these three process steps. In contrast, the p-ISD films (Fig. 1, 2nd row)
were significantly rougher after the deposition with increasing surface roughness after the
subsequent process steps. Note that the vertical scale of the last image in the 2nd row is double
that of the other images. The 3rd and 4th rows of figure 1 show diffusion-doped polycrystalline
films or ion implanted amorphous films, respectively. The diffusion-doped films exhibit
significant surface topography, but little change with oxidation or oxide removal. Nearly
identical surfaces were observed for the a-DD film. The amorphous films were initially smooth
(Table I) and remained smooth following the implantation. However, the resulting surfaces of
the implanted films (Fig. 1, 4th row) are extremely rough after oxidation and oxide removal.
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Figure 2 is a plot of the RMS surface roughness for the six film combinations and the three
process steps. From these results it is clear that the a-ISD films result in the lowest RMS
roughness value for all process steps. In contrast, the p-ISD films exhibit the roughest surfaces
following oxidation and etching, even though the as-deposited film is less rough than undoped
polysilicon (Table I). The surface topography of the diffusion doped films changes less during
these processes. The RMS values were nearly identical for all three surfaces for the initially
polycrystalline films (p-DD). The initially amorphous film (a-DD) had a -10 nm RMS
following the diffusion process, but became significantly smoother after the oxidation and etch
steps with RMS values comparable with the p-DD sample.

Similar to the diffusion-doped case, the implanted polysilicon film (p-Il) changed little with
subsequent processing. It appears that in both cases the surface roughness is primarily
determined by the deposition process. However, the roughness for the initially amorphous film
(a-II) increased from 0.75 nm after implant to 8.66 nm after the oxidation, which was
significantly greater than the p-Il case. The RMS roughness for the final PI surface (a-Il)
dropped to 4.9 nm, so that the Pl/oxide interface is smoother than the P2/oxide interface.

Table I. Summary of the RMS surface roughness (nm) of the initial surface, after oxidation, and
after removal of the oxide for the six different deposition and doping conditions.

PI film Coalition ID' As-depcited Dopin1 Oxidation Oxide Removal
AmorhuIn situ a-ISD 0U.; nFa 3.0 1.7U.-,stallinetIn situ p-IS . na 1. 13.5

rystalline/Imglant 1. 5.4
CrstallinetDiffusion p-DD 4.5 5.4 5.7 5.3
Amorphous/Implant a-II 0. --. 7 4.9
Amorphous/Di-uion a-D 0.4 9.7 6.9 6.1

Optical Reflectance Measurements

Table U summarizes the data obtained from optical reflectance from the same wafers as
reported in Table I. For this data the higher number represents the smoother surface. O)nly the
data from the silicon surfaces are included since the oxide significantly changes the %urface
reflectivity at this wavelength. The as-deposited amorphous films yield the highest reflec-ivities
and correlate with the low RMS values. The crystalline deposited films have lower reflectance
measurements that correspond to larger AFM values. However, the reflectivity data after doping
ane. oxide removal does not correlate with the AFM measurements. For example, the highest
reflectivity is for the a-DD sample that is one of the roughest samples with an RMS roughness of
6.1 nm. There is no apparent difference in surface roughness from these optical measurements
between the a-ISD, p-DD and a-Il films. However, both measurements indicate rough surfaces
for p-ISD films which have the lowest reflectance and the largest RMS values after the oxide
removal step.

Table II. Summary of the optical reflectance measurements for surface roughness of the initial
surface and after removal of the oxide for the six deposition and doping conditions.

PI film Condition I' As-desited I Doping Oxide Removal
Atorphous/In situ a-ISD 102.6 n/a 96.h
Cry stalline/In situ p-ISD 90.4 n/a_ 90.9
Cr linemplant p-II 92.0 94.7
Crystalline/Diffusion p-DD 93.8 94.0 96.4
Amorphous/iplant a-II 93.7 96.0
Amorphous/Diffusion aDD 105.7 96.9 99.2
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DEPOSITION OXIDATION OXIDE REMOVAL

Fig. L. AFM images of Si films for four doping conditions and three process steps.I1st column, after doping; 2nd column, after oxidation; 3rd column. after removing the oxides.First row, a-ISD, Second row, p-ISD, third row, p-DD, fourth row, a-I. These images have thesame vertical scale of 50 am except for the last image in the 2nd row with a 100 am scale.
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Electrical Characteristics

The CF's and BFs for both +P2 and -P2 are plotted in Fig. 3 for five film combinations.
These fields are asymmetric indicating different interface characteristics at the injecting
electrode. The +P2 bias evaluates the properties of the bottom (Pl) interface, while the -P2 bias
examines the oxide/P2 interface. The first two film types are for in situ doped processes. Both
the CFs and the BFs are significantly lower for films deposited in the crystalline phase (p-ISD).
These lower fields correlate with increased RMS roughness values (Fig. 2) from the AFM
analysis. Thus, the surface roughness correlates with the electrical parameters for these in situ
doped films.

The third set of CFs and BFs (Fig. 3) is for crystalline films that were diffusion doped. Note
that for these films the +P2 field is lower than the -P2 field, in contrast with the in situ doped
films. The BFs are nearly identical for both polarities. The corresponding roughness values
(Fig. 2) do not change during the three successive process steps.

The last set of data points in Fig. 3 is for implanted Si films (a-]l and p-11). Both films have
similar positive and negative CFs of about +5.0 and -6.4 MV/cm, respectively. In contrast, the
BFs for the a-Il are the lowest of all film types and are significantly lower than the Bls for the
p-il films. The corresponding RMS surface roughness for the PI surface (after oxide removal) is
4.9 rm for the a-1l which is comparable to the 5.37 nm for the p-II films. However, these RMS
values do not correlate with the positive BFs that are 30% larger for the crystalline films. For
-P2 polarity the BFs are -6.4 and -9.8 for the a-l and p-Il films, respectively, and correlate with
oxide surface roughness values of 8.66 nm and 5.84 nm. Therefore, the BFs for electron
injection from the top P2 electrode for ion implanted P1 films correlates well with the measured
RMS surface roughness.

We have also compared electrical parameters and roughness measurements for different
doping processes. For example, the positive CFs are similar for all films in spite of the RMS
values ranging from 1.7 to 13.5 nrm. Similarly, for the -P2 polarity (oxide interface) the p-DD
films have a CF of 5.9 MV/cm that is significantly larger than for either of the in situ doped
films. Yet, the RMS of 5.74 nm for p-DD is between the values of 3.0 and 10.1 nm for the a-ISD
and p-ISD films, respectively. Furthermore, the poorest BFs are for the a-IT films, but the
corresponding roughnesses are comparable to other film types. Therefore, the roughness values
do not correlate with the either the CF or the BF when comparing between the various doping
processes.

15. 101
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o . Etch .... o---
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Fig. 2. RMS surface roughness versus doping Fig. 3. Magnitude of the CF and BF for five
process. Squares, after doping process; deposition and doping processes.
diamonds, after oxidation; circles, after Squares, CFs; Circles, BFs;
removing the polyoxide. Open symbols,+P2; Solid symbols, -P2
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DISCUSSION

We have utilized AFM to characterize the evolving surface topography of polysilicon films
following deposition, doping, oxidation and removing the oxide. The measured surface
roughness correlates with the electrical properties of double-poly capacitors for certain
deposition and doping conditions. Films deposited in the amorphous state are significantly
smoother than crystalline deposited films. Surface roughness changes significantly with
successive process steps for p-ISD and a-i films, but only slightly for a-ISD, p-DD and p-11
doped layers. Both the CF's and BF's for in situ doped films correlate with the RMS
roughnesses. The combination of an initially amorphous Si film plus a high-dose arsenic implant
causes excessive surface roughness and degraded BFs. However, the RMS roughness values do
not correlate with electrical parameters for all film types. For example, the positive CFs are
similar for all films, even though the RMS roughness values range from 1.7 to 13.5 nm.
Negative CF's are larger than positive CFs for diffusion and implantation doped films, while the
opposite is measured for in situ doped films, in agreement with the results by Lee and Hu [6].
However, neither the RMS nor the Zr values correlate with this polarity reversal. A more
complete surface topography characterization with additional parameters such as grain size, the
number and lateral dimensions of the asperities, or a power spectrum analysis may be required to
find a correlation.

From these results it is clear that other parameters of polysilicon films, as well as roughness,
influence the electrical properties of capacitors. These parameters include the dopant species (As
or P), dopant concentration, deposition processes and microstructure [2,3,6,7]. Surface
roughness is not as significant for these thin, conformal polyoxides as for thicker polyoxides (7).
Therefore, the properties of the dielectric may determine the electrical characteristics.

AFM analysis is an effective technique for evaluating and monitoring surface roughness for
silicon films. The analysis is performed in air so that vacuum systems are not required. Since
AFM is non-destructive, it can be implemented as an inline, manufacturing technique to evaluate
and monitor film characteristics. In a manufacturing mode the primary drawback of AFM is the
high tip wearout and replacement frequency along with potential metallic contamination
concerns. Optical reflectance measurements are quick and easy to perform, but are strongly
affected by the refractive index or the optical properties of the film itself, as well as any surface
oxide layers. From Table I and II it is clear that the optical measurements agree relatively well
with AFM for the as-deposited films, but do not correlate with the results from the films after
further processing. Furthermore, AFM provides a direct measurement of the surface roughness,
whereas optical reflectivity only provides a relative value with a complicated relationship to the
surface roughness of the deposited film. As a result, AFM provides significant advantages over
optical reflectance in characterizing surface topography. In conclusion, we believe that the AFM
technique has great potential as a process monitoring tool and will become a routine part of the
semiconductor manufacturing environment.
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DETERMINATION OF HYDROGEN IN SEMICONDUCTORS AND
RELATED MATERIALS BY COLD NEUTRON CAPTURE

PROMPT GAMMA-RAY ACTIVATION ANALYSIS

RICK L. PAUL AND RICHARD M. LINDSTROM
Inorganic Analytical Researh Division, National Institute of Standards and Technology,
Gaithersburg, MD 20899

ABSTRACT

A reliable nondestructive method for measuring trace amounts of hydrogen in
semiconductors and related materials has long been needed. Cold neutron capture prompt
,tray activation analysis (CNPGAA) is a nondestructive, multielement technique which
has found application in the measurement of trace amounts of hydrogen. The sample is
irradiated by a beam of "cold" neutrons; the presence of hydrogen is confirmed by the
detection of a 2223 keV gamma-ray. The technique gives bulk analyses (the neutron and
gamma radiation penetrate the sample), the hydrogen peak is free of interferences, and the
results are independent of the chemical form of hydrogen present. The instrument is
capable of detecting less than 10 mg/kg of hydrogen in many matrices. We have used the
technique to measure hydrogen levels in a dielectric film on a silicon wafer, semiconductor
grade germanium, and quartz.

INTRODUCTION

The presence of trace amounts of hydrogen in semiconductors and related materials
can produce changes in electrical and optical properties [1]. Hydrogen has been used to
electrically passivate a wide variety of defects and dopants in crystalline silicon [2-6], and
at elevated concentrations, to passivate dangling bonds in amorphous silicon [7]. The
presence of hydrogen in germanium crystals serves to electrically passivate some dopants
[21 while activating others [8-11]. Reliable studies of the effects of hydrogen on these and
other materials require techniques for accurate and nondestructive measurement of
hydrogen at microgram and nanogram levels.

We have found cold neutron capture prompt gamma-ray activation analysis
(CNPGAA) to be useful for the nondestructive determination of trace amounts of hydrogen
in a wide variety of materials [1 2-15]. We have used CNPGAA to measure hydrogen in
quartz crystals, semiconductor grade germanium, and in a dielectric film on a silicon wafer.

TECHNIQUE

Prompt gamma-ray activation analysis has been described in detail previously [16].
When a sample is placed in a neutron beam, nuclei of many elements in the sample absorb
neutrons and are transformed to an isotope of higher mass number. Prompt gamma-rays,
emitted by de-excitation of the compound nuclei are then measured using a high-resolution
gamma-ray detector. Qualitative analysis is accomplished by identification of the gamma-
ray energies, while comparison of gamma-ray intensities with those emitted by a standard
yields quantitative analysis. The use of "cold" neutrons enhances the sensitivity compared
to thermal neutrons, principally by reducing background. The analysis is both
nondestructive and total, since the neutron and gamma radiation are highly penetrating and
the results are independent of the chemical form of the element being measured. The
hydrogen gamma-ray at 2223 keV has few known interferences.
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Figure 1. Scale drawing of the PGAA spectrometer. The detector and shield are
shown in cross section from a top view and the guide is shown from the side, rotated about
the sample position.

APPARATUS

The instrumentation, located in the Cold Neutron Research Facility (CNRF) at
NIST has been described in detail elsewhere (14,17]. Neutrons, produced by uranium
fission in the core of the NIST research reactor and chilled by passage through a D20 ice
moderator at 30K. are supplied to 14 different instruments in the CNRF by a series of 8
nickel coated borosilicate guide tubes. Figure I shows the CNPGAA workstation located
in the CNRF. The neutron beam emerges from the bottom half of neutron guide NG7 into
air, and is collimated to a 20 mm diameter circle before striking the sample. Samples are
normally sealed into bags of FEP Teflon I and suspended in the beam between strings of
PFA Teflon. Prompt gamma-rays emitted by the sample are measured by a high

ICertain commercial equipent, instruments, or materials are identified in this paper in
order to specify the expenmental procedures in adequate detail. Such identification does
not imply recommendation by the National Institute of Standards and Technology, nor does
it imply that the materials or equipment identified are necessarily the best available for the
purpose.
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resolution, bond and lead-shielded germanium detector positioned perpendicular to the
neutron beam. Gamma-ray spectra up to 8 MeV are taken using a 16K channel analog-
digital converter connected to a multichannel pulse height analyzer. Data acquisition and
reduction are performed using Canberra Nuclear Data acquisition and display software on a
VAXstation 3100.

BACKGROUND AND DETECTION LIMITS

The background in the hydrogen region (2223 keV) of a prompt gamma-ray
spectrum measured for a hydrogen free material arises from three possible sources.
Neutron capture by hydrogen in the atmosphere and shielding materials gives rise to 0.06 +
0.01 counts per second of gamma radiation, corresponding to 15-20 jig of hydrogen.
Interferences, gamma-rays within -5 keV of the hydrogen peak energy, emitted by other
elements in the sample matrix represent a second possible source of background. Few
interferences are known for H (Ba at 2220.0 keV, Os at 2223.3 keV and Xe at 2225.2
keV); however, current tabulations of prompt gammas are incomplete. A third possible
source of background arises from Compton scattering of high energy gamma-rays. This
results in decrease in signal to noise ratio by raising the continuum baseline under the
hydrogen peak.

The detection limit for hydrogen in a given matrix is taken to be 2a of the
uncertainty in the background count rate at 2223 keV. For samples which yield a relatively
clean spectrum in this energy range and for which a large Compton background is not
observed, the hydrogen detection limit may be taken to be essentially 2y of the normal
background (i. e. the background with no sample in the beam), or about 5 - 10 jig. For
samples which give complex spectra with many high energy peaks, a large baseline due to
Compton scattering of gamma-rays is observed. Experiments using the University of
Maryland/NlST thermal neutron PGAA instrument [ 181 indicate that the introduction of
Compton suppression improves the detection limit near 2223 keV by a factor of 1.5 - 2. A
similar improvement in detection limit is expected when Compton suppression is
introduced into the cold neutron instrument (see FUTURE PLANS).

APPLICATIONS

We have determined hydrogen in quartz crystals, a dielectric film on a silicon
wafer, and in crystals of semiconductor grade germanium. Although we were told to
expect large amounts of hydrogen in many of these samples, the analyses have typically
yielded hydrogen count rates comparable to background levels (i. e. the hydrogen count
rate obtained with no sample in the beam). Nevertheless, the data may be used to establish
an upper limit for the hydrogen concentration.

Five crystals of hydrothermaly grown quartz (weighing from one to four grams)
were analyzed for hydrogen by CNPGAA. The crystals had been grown and analyzed by
infrared spectroscopy by researchers at the U. S. Army Research Laboratory in Fort
Monmouth, New Jersey. Table I gives H concentrations determined by CNPGAA, along
with H concentrations estimated from the IR data. Upper limits for CNPGAA analyses are
expressed as < 2u, based on sample counting statistics. Uncertainties were evaluated using
guidelines given by Taylor and Kuyatt [19]. Expanded experimental uncertainties were
evaluated by combining Type A uncertainties (those evaluated by statistical means) in
quadrature and multiplying by a coverage factor of 2 to give a 95% confidence level. Type
A uncertainties were evaluated by statistical means and originate from sample counting
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Table I - H concentrations in samples of hydrothermal quartz estimated from both
CNPGAA and IR data.

Sample mg/kg H (CNPGAA) mg/kg H (IR)
TE4 6± 12 5.4
T7C < 5 16
TD7D 10± 12 12
A3LZ <5 4.9
B4LZ <6 4.6

Table II - Hydrogen concentrations in five samples of semiconductor grade germanium.

Sample # mg H/kg Ge H atoms/100 Ge atoms
S1(unetched) 80± 55 0.6 ± 0.4
2 (unetched) 70 ± 50 0.5 ± 0.4
3 (etched) 50± 40 0.4 ± 0.3
4 (etched) 60± 45 0.4 ± 0.3
5 (etched) 60 ± 40 0.4 ± 0.3

statistics and background subtraction (>25%), standard counting statistics (<1%), sample
positioning and neutron fluence variation (-1%), and sample weighing (<1%). Type B
uncertainties (those not determinable by statistical means) were negligible. Hydrogen
concentrations determined for the quartz samples do not differ within statistical
uncertainties from each other or (for 4 of 5 samples) from H concentrations determined by
IR data.

A I tim-thick layer of dielectric glass film on a silicon wafer was obtained for
hydrogen analysis from Intel. Similar films had been estimated, by weight loss on heating,
to contain 4 -5 % by weight of H20. The sample was analyzed by CNPGAA, along with a
blank, a bare silicon wafer of the same size and thickness of the sample substrate. Both the
sample and the blank yielded hydrogen count rates within statistical uncertainty of
background levels. It was determined that the dielectric film contained < 2% by weight of
hydrogen, or < 19% by weight of H20, where the upper limit was estimated as 2a of the
H count rate for the sample.

Five samples of semiconductor grade germanium, believed to contain as much as I
atom of hydrogen per atom of germanium, were also analyzed by CNPGAA. The samples
consisted of three - I-gram pieces of germanium which had been etched prior to analysis,
and two pieces of unetched germanium of the same approximate size. Since germanium is
believed to absorb hydrogen readily upon etching, higher hydrogen concentrations were
expected in the etched samples. Hydrogen concentrations determined in the samples
ranged from 50 to 80 mg/kg Ge, or 0.4 to 0.6 atomic % of H (see Table 11). No significant
differences were observed between etched and unetched samples.

Type A errors arising from counting statistics and background subtraction yielded
15 - 20 % uncertainties in the Ge hydrogen concentrations. All other type A errors (from
standard counting statistics, sample positioning and neutron fluence variation, and sample
weighing) were negligible. However, due to the extremely complicated nature of the Ge
spectra, peak fitting was difficult due to the inability to obtain a constant baseline. Hence
the total uncertainty in sample H count rate is much larger than that evaluated from counting
statistics for a single fit. A type B uncertainty of 30%, estimated by repeated fitting of
hydrogen peaks using a SUM code written at NIST, was therefore added in quadrature to
yield a more realistic evaluation of the total counting uncertainty. Expanded uncertainties
were obtained by multiplying by a coverage factor of 2 to give a 95% confidence level.
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FUTURE PLANS

Hydrogen concentrations in many semiconductor materials analyzed have been at or
below the detection limit for the technique. Further work is needed to establish whether
higher levels of hydrogen may be accurately determined. Future analyses of H ion
implanted quartz will help to establish a detection limit for hydrogen in this material.

Future work is also needed to determine whether elements other than Ba, Os and
Xe yield gamma-ray interferences in the hydrogen region. Since prompt gamma-ray
spectra for many elements (e. g. germanium) yield morm peaks than are listed in current
tabulations, the possibility of interferences in the hydrogen region cannot be ruled out. It
may be eventually possible to correct for errors arising from hydrogen interference peaks
by analyzing a blank, a sample of the material in question which is known to contain a
negligible amount of hydrogen. However, the absence of hydrogen in the blank would
have to be established by an independent analytical technique.

Improvements in the system are currently underway which will reduce background
and improve signal to noise ratio, thus improving detection limits. Background due to
Compton scattering will be suppressed by surrounding the germanium by a bismuth
germanate detector. The addition of a helium-filled sample box, as well as improved
gamma-ray and neutron shielding around the detector and neutron guide, will reduce
background capture by hydrogen and other elements in the environment surrounding the
system. Replacement of the current D20 cold source with a liquid hydrogen source will
increase the neutron fluence rate by a factor of five or greater. The addition of neutron
optics to focus the beam onto a smaller area (-Imm diameter circle) may someday lead to
the development of a neutron microprobe [20, 21].
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ABSTRACT

Medium-energy ion spectroscopy using a conventional ion implanter has been developed to
study the properties of semiconductor subsurface regions. The system is equipped with solid state

detector and operaties with He+ ion energy up to 200 keV. We have tested the system performance
for various applications, such as, silicon diffusion through a thin Au layer, a low dose, low energy
As implantion and damage of silicon surface caused by plasma treatment.

INTRODUCTION

Ion backscattering techniques are very powerful methods for material science. They cover a
very large range of primary beam energy from keV to MeV. One of the most popular is Rutherford

backscattering spectroscopy (RBS) which uses a collimated ion beam and operates usually in the
energy range from I to 2.5 MeV [1-3]. A strong tnd in semiconductor technology is to fabricate
devices in a very shallow surface region. In this case a lower energy characterization techniques
are more suitable since they are more sensitive to subsurface region. The technique which is very
similar to RBS but operates at much lower energy is called Medium-energy ion spectroscopy
(MEIS). It uses ions with energies between 50 to 200keV what is more optimal for subsurface
spectroscopy applications. A cross section for angle scattering at 200keV is approximately two
orders of magnitude larger than at 2 MeV while the stopping power is almost the same [4]. It has
been shown that MEIS has a capability to detect the average positions of atoms in the surface layer
with accuracy of 0.01 A in crystalline materials and compositional depth profiles can be measured
with a 3 to 5 A resolution in amorphous samples [5].

The medium energy range of MEIS technique matches the ion energy utilized in many ion
implanters used in microelectronics technology. This opens a broad prospective for implementation

of MEIS technique for in situ and other surface studies using this equipment. Another important
advantageous feature of MEIS technique is the simplicity of a qualitative analysis of experimental

data, similarly to the RBS technique. One of the main problems for adaptation of MEIS system

into an ion implanter chamber is the selection of a backscattered particle detector. The commonly
used MEIS detectors such as the electrostatic toroidal analyzer [6-8] and the time of flight detector
[9-10 are difficult to adapt due to their large sizes. The surface barrier detector (SBD), which is a

standard detector for RBS, has relatively low energy resolution (-10 keV) in comparison with
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other detectors (-1 keV) but can be still very attractive for many applications considering its cost
and easy installation. We have developed the MEIS system equipped with solid state detector in a
conventional ion implanter operating with He+ ion energy up to 200 keV 111]. The system is in
operation at Hiroshima University. We have tested the system sensitivity by investigating silicon
diffusion through a thin Au layer, a low dose, low energy As implantation into silicon and damage

caused by Ar plasma treatnenL

EXPERIMENTAL RESULTS
One of the main disadvantage of a solid state detector when used in the medium energy range is

its low energy resolution. In order to illustrate the performance of solid state detector at different
primary beam energies the spectra were collected at wide range of ion energy ranging from 2 MeV
to 200 keV. The spectra for 500 keV and above were obtained using a standard RBS apparatus,

while 200 keV spectra were collected with ion implanter based system described in this paper. The

spectra were collected for a 125 A thick Au layer evaporated on Si( 110)'substrate annealed at
150*C for 10 minutes. Several interesting features can be observed on the energy distributions

shown in Fig. 1. The first edge of the Si part of the spectrum corresponds to the surface layer of
SiO 2 formed on the Au layer from the Si diffused through the Au layer [12]. The presence of
oxygen is confirmed by the peak at the energy about 33% of the primary beam energy. The second
edge of the Si part of the spectrum corresponds to the Au layer / Si substrate interface. All these
features can be recognized on each spectrum shown in Fig. I with resolution decreasing as the the
primary beam energy decreases. However, it is important to mention that the signal intensity
increases dramatically as the beam energy is reduced what allow to collect the data at lower energy
with significantly lower charge. The signal intensity dependence on the primary beam energy is
shown in Fig. 2. The integrated intensity corresponding to 23 A of Au deposited on Si substrate is
shown in this figure. The data were collected at the constant charge of 1 .tC delivered to the
sample. According to the theory the power factor for counts vs. energy dependence should be -2,
as shown in Fig. 2, which agrees with experimental data very well considering the experimental
error.

The high scattering efficiency is valuable when thin surface layers are investigated. An
example of such application is the analysis of interdifussion in the Au/Si structure. In this
experiment a 23 A thick Au layer was deposited on the Si(1 10) substrate and annealed at 150*C for
10 minutes. The MEIS spectra collected before and after annealing are shown in Fig. 3. After
annealing a clear shift of gold peak to the lower energies is visible. The shift is caused by a thin Si

surface layer which was formed after Si diffusion through the gold layer. The larger shift on the
left side of Au part of the spectrum results from the diffusion of gold into Si substrate. Considering
the fact that the 23 A thick gold layer is not continuous one can not expect the appearance of an
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extra edge in the energy distribution from a thin Si layer covering the gold islands. The area under

the Au peak corresponds to the effective thickness of Au layer. By comparing the areas for non-

annealed and annealed sample we estimated that the effective thickness of Au layer increased from

23 A to 27 A. The thickness was evaluated by comparing the spectrum with the data obtained for a

standard sample.

Another example of MEIS application was to study low dose, low energy arsenic implantation

into Si(l 10) substrate. Room temperature implantation was carried out at 14 keV with the sample

tilted by 100 with respect to the ion beam. A four-step implantation was performed with cumulative

closes of 2.3 x 1012, 4.2 x 1013, 2 x 1014 and 5 x 1014 cm-2. The MEIS spectra collected at 175

keV in the channeling direction for a non-implanted sample and after each inplantation process are

shown in Fig. 4. A very good proportionality of the As peak counts with respect to the implant

dose is obtained as illustrated in Fig. 5. A clear peak at the energies 85 to 95 keV observed in Fig.

4 represents a damaged surface layer. The integrated signal corresponding to this energy interval is

shown in Fig. 5 as a function of implantation dose. At the 1014 cm- 2 doses the damaged signal

tends to saturate which is in agreement with the critical dose for silicon amorphization [13].
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Fig. 6. MEIS spectra before and after Ar plasma treatment for different RF powers.

The last example of MEIS application described in this report illustrates the damage detection

caused by short time (10 sec) Ar plasma treatment (14]. The spectra taken before and after treatment

indicate relatively large damage of Si surface layer even at low RF power of 20 W. The damage

increases with RF power and the depth of damage Si layer at 100 W is estimated to be =20 nm. A

weak peak around 113 keV indicates the presence of Ar in the surface region.
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CONCLUSIONS
The results indicate that the implementation of MEIS in an ion implanter opens a broad

prospective for in situ or ex situ surface studies in the semiconductor processing. An important

observation has been made that a valuable information is provided by the system equipped with a

solid state detector which has relatively poor energy resolution at the energies below 200 keV.
Further improvements of detection limits and technique performance are expected with replacement

of the SBD detector with a more sensitive detection system.
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ABSTRACT

We report on the first use of optical low coherence reflectometry (OLCR) for Edge
Defined Film-Fed Growth (EFG) silicon characterization. This OLCR sensor system has been
used to measure horizontal profiles of silicon thickness and flatness to an accuracy of 1.5 gim
with the sensor head positioned 1 cm away from the silicon. The use of this noninvasive sensor
for EFG silicon growth monitoring may lead to more efficient solar cell manufacturing
processes.

INTRODUCTION

Silicon sheet growth technologies[ 1,2] are of great interest for the development of low
cost solar cell arrays, since these technologies eliminate the need for slicing silicon ingots.
Edge-defined film-fed growth (EFG) has been one of the most promising of these technologies
for continuous growth of silicon sheets for solar cell applications.[3,4] In order to facilitate
improvements in EFG silicon sheet growth technology, it is necessary to monitor the thickness

and flatness of the silicon during the growth process.
In this paper we report on the use of optical low coherence reflectometry (OLCR) to

provide accurate, non-invasive measurement of the thickness and flatness of EFG grown silicon.
We have recently reported on the use of such techniques to characterize sliced, Czochralski
(CZ) grown silicon wafers.[5,6] The work reported in the present paper represents the first use
of OLCR techniques for dimensional characterization of sheet grown solar silicon.

EXPERIMENTS

A schematic diagram of the OLCR sensor system is shown in Figure 1. An edge-
emitting light emitting diode (EELED) operating at a central wavelength of 1.55 gtm (where
silicon is transparent) with a spectral width of 90 nm was used as the low coherence light
source. The light from this EELED is split by an evanescent coupler into a fiber optic Michelson
interferometer, consisting of a sensor leg and a reference leg. Light that exits the sensor fiber
reflects off the silicon wafer, re-enters the fiber, and is combined via the evanescent coupler with
light from the reference leg. Light that exits the reference leg reflects off a scanning mirror, re-
enters the fiber, and combines with light from the sensing leg, The scanning mirror is used to
vary the optical path length of the reference leg of the interferometer. A sinusoidal voltage is
applied to a piezoelectric optical phase shifter in the reference leg to modulate the interference
signal, which is detected with an InGaAs PIN photodiode detector. The photodetector output is
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Figure 1 Optical Low Coherence Reflectometry (OLCR) Sensor System
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Figure 2 Typical scan of OLCR system for a EFG grown silicon wafer. Peaks are from the
GRIN lens-air reflection, the reflection from the front surface of the silicon, and the back sur-
face silicon reflection
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amplified, bandpass filtered, and processed by envelope detector. The output of the envelope
detector is connected to a computerized data acquisition system.

The light emitted from the fibers in both the sensor and reference legs of the
interferometer is collimated with GRIN rods. This collimation process increases the amount of
light that reflects back into each leg of the interferometer and enables the fiber ends to be
remotely positioned (typically a few centimeters) from the reflecting surfaces of the silicon wafer
and scanning mirror.

Because of the low coherence length, L, of the light source (about 10 pm), interference
fringes only occur when the optical path length difference between the sensing leg and the
reference leg is less than Lc. Hence, fringes are observed when the reference leg optical path
length (established by the scanning mirror position) is equal to: (i) the sensing leg optical path
length established by the retro-reflection from the end of the GRIN rod-air interface; (ii) the
sensing leg optical path length established by retro-reflection from the front surface of the
silicon; and (iii) the sensing leg optical path length established by retro-reflection from the back
surface of the silicon. By monitoring the position of the scanning mirror that corresponds to
these "peaks" in oscillating interference fringes, the thickness of the silicon and the sensor-silicon
separation (used to determine the silicon wafer flatness), can be measured directly. The
accuracy of the OLCR sensor system is established by how precisely the position of the
reflection peaks can be located, which is determined by the noise modulation on the signal
envelope. As discussed in detail previously,[5,6] the noise modulation on the envelope limits the
position accuracy of the OLCR sensor system to approximately 1.5 gm.

To evaluate the use of the OLCR sensor system for silicon sheet growth, an EFG silicon
wafer was positioned in front of the fiber sensor head. The reference separation, h, between the
fiber sensor head and the silicon wafer was set to 1 cm + 50 gim by placing the end of the GRIN
rod (sensor head) against the silicon wafer and using a micrometer stage to move the silicon
wafer I cm away from the sensor head.

Figure 2 shows the output of the signal processing electronics as a function of the
scanning mirror position for a typical mirror scan. The sensor head-wafer separation distance, h,
is obtained from Figure 2 by subtracting the mirror position that corresponds to the silicon front
surface retro-reflection from the mirror position that corresponds to the GRIN rod-air interface
retro-reflection and dividing the result by one, the refractive index of air. Similarly, the
thickness of the silicon wafer, t, is obtained by subtracting the mirror position that corresponds
to the silicon back surface retro-reflection from the mirror position that corresponds to the
silicon front surface retro-reflection and dividing this result by 3.48 (the refractive index of
silicon at 1.55 lm).

By horizontal translation of the OLCR sensor head, it is possible to measure horizontal
profiles of the thickness and flatness of EFG silicon wafers. To perform this measurement, a
micropositioner stage was used to translate the sensor head parallel to the surface of a 10 cm
wide EFG silicon wafer that was cut by the supplier from a larger silicon sheet.[71 At each
horizontal position, an OLCR scan similar to that shown in Figure 2 was performed. Figures 3
and 4 show the results of these measurements. The sensor-silicon separations (the difference
between reflection peak locations from the front silicon surface and the collimator-air interface)
are shown in Figure 3. The flatness of the wafer can be ascertained by observing the variation in
the sensor-silicon separation with horizontal scan position. It can be seen from Figure 3 that the
measured EFG grown silicon wafer deviates from flatness in an oscillatory way. Taking the
difference between the two curves of Figure 3 and dividing through by the silicon refractive
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index yields the horizontal profile of the wafer thickness, shown in Figure 4. The thickness
variation is seen to be about 50 ;Lm for this wafer.

SUMMARY

In this paper we have reported on the first use of optic low-coherence reflectometry
(OLCR) for non-invasive characterization of EFG sheet grown solar silicon. This OLCR sensor
system has been used to measure horizontal profiles of silicon thickness and flatness to an
accuracy of 1.5 lum with the sensor head positioned 1 cm away from the silicon. Since wafer
thickness and flatness are two important growth parameters for sheet grown silicon, the use of
this noninvasive sensor for on-line silicon sheet growth monitoring may lead to more efficient
solar cell manufacturing processes.

More recently, we have packaged the OLCR sensor system (the optics, signal processing
electronics, and mirror scanner) into a single opto-electronic unit compatible with the
environment of the ci-stal growth furnace. Using this packaged OLCR system, we have been
able to make preliminary, quantitative, on-line measurements of EFG silicon thickness and
flatness during the actual growth process. Details of these measurements will be reported
elsewhere.[8]
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EVALUATION OF DRY ETCHING INDUCED DAMAGE OF GInAs
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ABSTRACT

Plasm etching of GalnAs and AllnAs has been carried out in a systm which consists of
an electron cyclotron resonance (ECR) source and an rf-powered stage. Since the ECR source
can generate a plasma with low ion energy, dry etching induced damage is expected to be
minimal. In this study, Schotky diodes and transmission lines were fabricated on the etched
GalnAs surface. The diode and tanimissioii line charwaristics were evaluated as a function of
etch conditions. For the etching of GalnAs and AllnAs, Q2 and Ar wen used as the etch gases.
In addition to the ratio of the two gases, microwave power, rf power, pressure, and source
distance were varied and their effects on etch rate, morphology, and surface damage were
analyzed. Etch rat increased monotonically with microwave power, rf power, and C12
percentage. Etch rat decreased with increasing distance and reached a maximum for a pressim
of 1 mTorr. The etch conditions for the damage study were chosen to maintain smooth
morphology. One of the most important factors influencing damage was the ion energy which
can be limited by using low rf power and short source distance. Minimum damage was obtained
at I mTorr which provides the optimal balance between high etch rate and low ion energy.
Besides limiting ion energy, the addition of C12 reduced etch-induced damage. T"he specific
contact resistivity and sheet resistivity obtained from transmission line measurements of dry-
etched n-GaInAs were lower than the wet-etched samples. Schottky diode analysis show
reduction in barrier height and breakdown voltage after Ar sputtering. Addition of 10% C12 is
sufficient for full recovery of the diode characteristics.

INTRODUCTION

Plasma etching is an attractive technique for fabricating devices with small dimensions due
to the control of etch profile by directional ions. For this technique to be acceptable for high
performance device fabrication, the potential etch-induced damage should be understood and
limited. Different techniques have been developed to evaluate damage including electrical
characteristics on simple device structures, optical analysis such as photoluminescence and
photoreflectance, and surface analysis such as Rutherford backscatering and transmission
electron microscopy [1-4]. In this paper, electrical characterization was used to relate the effects
of etching on GamnAs/AllnAs-based hearjunction bipolar tansistors. The current-voltage (I-V)
and capacitance-voltage (C-V) measurem ts on Schotky diodes have been found to be very
sensitive to surface conditions of semiconductors [5]. The barrier height, ideality factor, doping
profile, and breakdown voltage can be monitored as measures of the device quality. Food et al.
[1] have shown that analysis of transmission lines can be used for damage assessment. Surface
modificaton after etching can be related to th specific contact resistivity (Pc) and sheet resistivity
(R&.) In addition, the damage depth can also be determined.

To minimize damage, it is important to avoid using high energy ions. The drawbacks for
using low ion energy would be etch rat reduction and rougher mo plogy. Another approach
is to remove the damage layer with a wet chemical etch, but this limits the minimum feature size
and increases process complexity. Etching with an electron cyclotron resonance (ECR) source
provides fast etch rats and damage free etched surfaces by generating a high density plasma with
low ion energy. ECR sources have been used for the etching of GaAs, AIGaAs, and InP [6-81.
Ren or al. [9] have investited surface damage of GalnAs/AlInAs etched using an ECR source
and Ar gas. Etching with just the inert gas is undesirable inc sputter etching tends to generate
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mom damage than when reactive gases aon used. In this study. the effects of microwave power,

rf power, pressure, distance, and C12 percentage on morphology, etch rate, and damage are

~hmic contacts wene deposited on &tof GaiAs after etching to farm transmission lines
widxitannalig.Thechagesinpc and Kswere used as measures of device damage. lt was

found that pc shows larger changes thants after etchin Schottky diodes were formed on top
of GalnAs afaer etching. The electrical characteristics U dieswere evaluated as a function

EXPERIMENTAL

Dry etchfing was carried out in a chamber consisting of an Wt source and an rf-coupled
stage [10]. The source and chamber are surrounded by 12 and 16 permanent mapets,
repetvely. This provides magnetic confinement which enhances the ionization efficiency,

W.eThe dst desiy fro powe ishe 13.56 MHFz and can be adute from 0-50
the tagetot e r iCRsuc a e from 5-23 cm. conitrolble

through a gas ring or at the source. In this study, Ar flowed through the source gas ring while
02wsinjected at the stage.

Schematics of the GahIAs device structures ale shown in Fig. 1. Transmission lines wr
formed on a 0.5 pa thick GalnAs layer doped at 1016 cm-3 on a semi-insulating rLaP substrate.
The Ti/tAu (25/50W300 nm) ohmic contacts for the transmission lines were deposited directly
on the etched surface using a standard liftoff technique. The small bandgap of GalnAs allows
ohmic contacts to be formed without annealing to avoid removal of the damage. The syacing
between the contact pads ranged from 2-25 pm and the contact area was 70x70 paL2. The
tranismission lines wene isolated using a wet chemical etch in H20:C 6HBO?:H202:H3P04
(220-55:5: 1). From the transmission line analysis, pc and R3 can be extracted [ I11. Defects

inue tching could introduce leakage currents; therefore, pc is expected to be lower on the
dry etche aples.

Ti/Au Schottky
200 nm p+GanAs 2x1018

I LnGaintAs 1X1 O 16

200 nm n+ GalnAs Wx10IS TI/PtAu Ohmic Ti/PtAu Ohmic
n+ InP Substrate 500 nm n GalnAs lx1 0 16

Ni/Ge/Auth/Au Ohmic SI InP Substrate

GalnAs Schottky Diode GalnAs Transmksson Une
Figure 1. Device structures including Schottky diode and transmission line used for the

evaluation of etch-induced daage.

Due to the low energy bandgap, Schottky diodes cannot be formed on n-type GalnAs. A
surface barrier enhancement layer is needed to increase the barrier height. Therefore, a thin p+-
GalnAs layer was grown on top of the n layer for barrier height enhancement [121. The samples
used for GalnAs Schottky diode measurements consist of 200 ran thick p+-GaInAs on 1 pm
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thick n-GaInAs layer. The diodes were formed by epitin ViAu (50/30(lm) on the GalnAs
layer after 100 nm was etched and were 90 pm in ameter. The variations in barrier height,
ideality factor, doping profile, and breakdown voltage wee evaluated after dry etching and ley
can be attributed to etch-induced damage.

RESULTS AND DISCUSSION

Etch Ram and hJ hj

The etch rates for GaInAs and AlInAs
were determined in onder to keep a consistn etch 2
depth for the damage study. The etch ates were 32
found to increase monotonically with increasing - 30
microwave power, rf power, and C12 percentage. -

The etch rate decreased with increasing distace. 28
Figure 2 shows the effects of pressure on E
GalnAs and AlnAs etch rates. Etch rates were 526
maximum at 1 mTorr, probably due to the mU 24 GalnAs
efficient coupling of the microwave power when "-
the ECR condition was met. Using these 1 22 - AIA\-
conditions at I mTorr provided smooth surfaces
and an etch rate of-30 nm/min. The etch depth X 20
was held constant at 150 nm for the transmission 1"
lines and 100 nm for the Schottky diodes. At 8 --
these etch depths, defect generation should be 1 re..6 1'"
saturated [1]. For the damage study, the ranges 0 2 4 6 8 10 1 2
of the parameters used was chosen to maintain PRESSURE (mTorr)
smooth morphology. These include varying the RE. r
microwave power from 50-150 W, rf power Fig. 2. Etch rates are maximum at 1
from 25-200 W, source distance from 5-20 cm, mTorr. The etch conditions were 50 W
pressure from 0.5-5 mTorr, and the C12 microwave and if power, 13 cm, Cl2/Ar
percentage from 0-30%. at 1/9 sccm and 30 °C.

Transmission Line Measurements

For the transmission line measurements, the typical etch condition was 50 W microwave
power, 50 W rf power, pressure of 1 mTorr, source distance of 13 cm, CQ2/Ar flow rate at 1/9
sccm and at 30 °C. The changes in the self-induced dc bias voltage (iVy) due to the variations in
etch conditions have the strongest influence on Pc. The dependence of contact resistivity on rf
power is shown in Fig. 3. For an rf power of 25 W QVdcl = 85 V), the dry-etched sample
showed similar pc as the wet-etched sample. At 50 W rf power, IV&I increased to 145 V, and pc
was reduced by 70%. Increasing the if power to 200 W caused IVdc to increase to 400 V. The
specific contact resistivity, which was significantly lower than the wet etched sample, decreased
by a factor of 20 from 8.3-0.4x 105 fl-cm 2. However, Rs was found to be independent of rf
power. The results suggest that c is more sensitive to surface damage than Rs.

Increasing the distance between the ECR source and the stage from 5-20 cm causes the
IVdcl to increase from 50-165 V. This is attributable to the increase in grounded area of the
chamber exposed to the plasma. Figure 4 shows the decrease in Pc with increasing distance as
indicated by the decrease in the y-intercepL The reduction in pc may be related to the increase in
ion energy and the decrease in etch rate at longer source distance.

Physical sputtering can cause significant degradation in device characteristics. By adding
reactive gases in the discharge, the amount of damage can be reduced as shown in Fig. 5. The
samples were etched with 50 W microwave and rf power at l mTorr, 13 cm below the ECR
source, and at IVdcI = 150 V. When pure Ar sputtering was used, significant damage was
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Fig. 3. Effects of rf power on specific Fig. 4. Transmission line measurements
contact resistivity of GalnAs. The samples showing decrease in Pc with increasing
were etched with 50 W microwave power, 1 source distance. The samples were etched
mTorr, at 13 cm, C12/Ar flow rate at 1/9 with 50 W microwave power, 50 W rf
sccm, and at 30 0C. power, 1 mTorr, C12/Ar flow rate at 1/9

sccm, and at 30 °C.

2'1. 2.0 2.0

E E
1.6
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Cl2 PERCENTAGE (%) PRESSURE (mTorr)

Fig. 5. Damage reduction by addition of C12. Fig. 6. Reduction in damage by optimizing
Etching was carried out using 50 W of pressure. The etch conditions were 50 W
microwave and rf power, 1 mTorr, 13 cm, microwave power, 50 W rf power, 13 cm,
and3 0 C 02/Ar flow rate at 19 sccm, and at 30 °C

generated. The decrease in pc due to Ar sputtering at 150 V was larger than for a similar etch
condition where 10% C2 was added but higher IVdcl at 400 V was used. Addition of only 5%
C12 to the plasma was enough to increase Rs from 1.0-1.5x10 -2 f-cm, which is similar to the
wet etched sample. Specific contact resistivity increased when the 02 addition was increased to
10%; however, further addition of 02 did not continue to increase pc and it did not fully recover
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to the sae level as the wet etched sample. This again shows Pc is mom sensitive to surface
damage than R,

Figure 6 shows tha maximum pc occurred at I mTor where IVdcI was 130 V. Increasing
the pressure to 5 mTorr caused lVdcI to increas to 160 V due to the decreased ion density. The
etch rate also decreased as shown in F 2. The increase in ion energy and the decrease in etch
rate may account for the increase in = d ,at higher presur. For preure lower than
I mToer, IVdcl remained at 130 V. but the etch raw decreased. The decreased pc may be due to
the slower damage removal at lower etch rate. For samples etched with microwave power
ranging from 50-150 W, the reduction in Pc does not show a significant dependence on
microwave power.

Figure 7 shows the severe degradation of diode characteristics after Ar sputtering. The
reverse breakdown voltage OVBRI) decreases from 21-0 V when no C2 is added in the discharge.
Likewise, the barrier height decreases from 0.62-0.35 eV. Figure 8 shows the forward I-V
curves after etching with 100% Ar and 10-30% C 2 addition. Ar sputtering results in an ohmic-
like contact, whereas the samples etched with 10-30% C12 are very similar to the control sample.
From the C-V measurements, the doping profiles after etching were the same as the control
sample when 10% C12 was added. The reduction of etch-induced damage by the addition of
reactive gas can be related to the increase in etch rate or the passivation effect by the reactive
species. In general, the I-V curves of the dry-etched diodes were comparable to the control
sample. This shows that the transmission line method is more sensitive to surface damage then
Schottky diode measurements. With 10% (02 addition in the plasma, Pc was 25% of the control
sample, while the ideality factor and barrier height were approximately the same as the control
sample.

25 - -'ArONLY, - 0 .6 • 1 0 -4 - 0 -

20 0 20 o-

"0.5 1 5 Z 104 CONTROL

cc /0 c1"
e0.4 / 10-30% Cl

5
S m 10 4

0.3 100 1 10-10 ,.... ..... ... ,
0 5 10 15 20 25 30 0 0.05 0.1 0.15 0.2 0.25

CI2 PERCENTAGE (%) FORWARD BIAS (V)

Fig. 7. Barrier height and reverse breakdown Fig. 8 Forward current for Schottky
voltage increase with addition of C12. The diodes after etching under same conditions
etch conditions are 50 W microwave power, as shown in Fig. 7.
50 W rf power, I mTorr, 12 cm, and 30 0C.
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CONCLUSIONS

Surface damage is a concern for devices with vertical and lateral dimensions of sub-
micrometer scale. Transmission lines and Schotky diodes were used to characterize surface
damage for GainAs-based devices. The specific contact resistivity (as measured by the
transmission line method) of ohmic contacts deposited directly on the etched surface has been
shown to be highly sensitive to damage effects and it tends to decrease after etching. This test
structure is most suitable for characterization of damage in low bandgap materials that form
ohmic contacts easily.

It has been shown that damage can be minimized by using low ion energy plasma. Using
an ECR source, this was accomplished by reducing the rf-power coupled to the stage and by
decreasing the stage to source distance. Additionally, the damage was reduced by using a
reactive gas that increases the etch rate, thereby removing or passivating damage as it is created.
Dry etch induced damage on GaInAs was found to decrease the Pc, barrier height, and
breakdown voltage. These device parameters can be used as sensitive control signals for the
development of damage-free dry etching technology.
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STUDY OF ZENER DIODES BY SEM-DVC

S.MIL'SHTEIN, D.KHARAS, S. IATROU.
EE DEPT, UNIVERSITY OF MASSACHUSETTS LOWELL,

MA 01854

Abstract

A Scanning Electron Microscopy method called Dark Voltage Contrast (DVC) was
applied for the first time to investigate on a microscale, the narrow depletion region of a Zener
diode. Zener diodes were fabricated by the Sprague Semiconductor Corp. using conventional
boron diffusion into a n-type wafer with phosphorus.

Zener diodes were chosen because of the presence of a shallow p-n junction and for the
ability of Zeners to work in the breakdown regime where the dynamics of the current might
influence the field distribution in the p-n junction. The samples were examined in the SEM with
a beam current below 50 pA to minimize injection of electrons into the depletion region.
Reverse and forward biased diodes were examined and potential distribution information was
obtained, using Dark Voltage Contrast software. Doping information and C-V measurements
were used to double check DVC depletion region measurements.

The main results of these studies include measurements of electrical lleld for three
regimes of operation: forward, reverse, and breakdown, with almost ideal field distribution in
some Zeners, and fluctuations in others. The field irregularities a. related to the defects in the
junction area. However the amount of charge build-up appears to depend on the current flow in
the dynamic regime for the breakdown. The typical measurements of depletion region width
were Wf=. 14 pnm when forward biased, Wr=0.3 5 pim at 3-4 volts when reverse biased and

Wbr= 0.44 pim for 6 v of breakdown. This data helps to reconstruct the diffusion profile.

Introduction

The interest in reverse bias and breakdown regimes of Zener diodes [I -3] is due to

practical applications of these devices in various circuits of hybrid and integrated electronics.

The Vzk- voltage at the Zener knee and Vzo-operational voltage at the linear portion of the

breakdown, represent certain regimes of operatioi, where different physical phenomena take

place in the thin depleted region of a diode. The beginning of the tunneling at Vzk, and

avalanche increase of the breakdown current at Vzo were known via I-V characteristics but not

observed on a microscale until now.

A recently developed [4-5] quantitative microscopic technique called Dark Voltage

Contrast motivated us to use Scanning Electron Microscope (SEM- DVC) to characterize the

dynamics of a Zener breakdown on a microscale. The goal of the current paper is to study
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electrical field distribution in a reverse biased Zener diode and to demonstrate the correlation

between the device performance and shape of the electric field inside of a Zener p-n junction.

Experimental Results

The SEM-DVC technique is described in detail elsewhere 14-51. However the principles

of this method are simple. SEM images of an unbiased and reverse biased p-n junction are

digitized and stored in a computer. Special software allows subtraction of the two images,

resulting in a digital image of a junction, where all the electrically active elements of the image

such as depleted region, charged defects and other sites of accumulated charge will show up.

Electrically non active features, such as surface scratches, and contaminations that appear in both

images would be subtracted out. The subtracted image is then calibrated to the bias voltages.

Analyses of the calibrated image allows us to plot a one, or two dimensional distribution of the

potential step in a p-n junction. From the potential distribution it is then possible to reproduce

the electric field profile or distribution of charge and a doping.

Specifics of Zener operation imply a special voltage calibration method for the digital

images. Simultaneous measurement of I-V characteristics with SEM -DVC observation provide

the calibrating parameters. In a case, when the (!iode is reversed biased one can assume that the

entire reverse bias creates a voltage drop only across the depleted region. However in a

breakdown regime a reverse current generates a voltage drop across both the bulk of a device

and the junction. Thus, using terminal bias Vb and break down part Vzo of current voltage

'characteristics, one can define Vp-n since Vp.n = Vb -Vzo is a voltage drop across the depleted

p-n region in the breakdown regime.

Calibration of a forward biased diode presents further complication. The built-in

potential of a p-n junction is uefined from capacitance-voltage C-V characteristics. The first

SEM image is of the diode forward biased at the voltage equal to the built-in potential, from

this, an image of the unbiased diode is subtracted. The resulting digital image is calibrated to the

built-in potential, giving important information about potential step and the electric field in an

unbiased Zener diode. The built-in potential was measured to be Vbi= 1.3 V. and the depleted

region of an unbiased Zener diode was found to be W=O. 14 gm.
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Examining the I-V characteristics of the two Zener diodes in Fig 1, one can see several

differences. Zener #18 does not break as abruptly as Zener #19. This difference in

performance shows up in the different shape of the potential distribution across the p-n

junctions. In Fig 2, which shows the SEM-DVC measurement of potential, one can see the

steep potential step in the case of Zener #19 versus a gradual rise of the potential for Zener #18.

The change of Zener knee voltage Vzk to breakdown voltage Vzo could be estimated by

AV=Vzk-Vzo. AV= 1.7 V was established for Zener #19 and AV= 2.2 V was found for Zener

#18. These results correlate with the average potential gradient, 9.5 V/Itm measured for Zener

#19 and 5 V/gm for Zener #18 in Fig 2. Electric field and charge profiles reconstructed from

the potential distribution are plotted on Fig 3 for Zener #18 and on Fig 4 for Zener #19. In

addition to a stronger field in a junction of Zener #19 (E=1 x 105 v/cm) versus a weaker field in

Zener #18 (E=4 x104 v/cm), the information about doping concentration was obtained. The

maximum doping - , &e p-side was 2.5 x1017 cm -3 for Zener #18, and 8x0106cm -3 for Zener

#19. m 'mytarih, se measurements for the two diodes.

2W 0. -3. -1.6 0

O,

400 IN I-V18

"600' d I-V #19

BIAS (Volt)

FIgure 1: I-V characteristics of Zener diodes #18 and #19.
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Figure 2: SEM-DVC plots of reverse biased Zener diodes #18 and #19.
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Figure 3: Electrical field and charge distribution for Zener #18
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Figure 4: Electrical field and charge distribution for Zener #19.

Table I: Summary of the results.

Paraineters Zener IS Zener 19 Units

Na L.OOE+l9 1.OO13+19 cm-3

Nd L.OOE+17 l.0011+17 cm-3

AV 0.6 0.4 V
DVC slope 5 9.5 V/pm
W 0.39 0.28 Pm
E-Field 4.0013+0 9.OOE+0 V/cm
JCharge Density I 8.OOE+ 16 2.50E+ 17 c-3

Conclusions

In the current study the SEM-DVC method was used to assess the performance for

Zener diodes. It was demonstrated, that the potential distribution, field and doping protiles in a

p-n junction could be measured on a microscale. We learned that in an abrupt Zener p-n
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junction the potential and field distribution on a microscale often deviate from the linear steep

slope prescribed by theory. This deviation can be explained by non-ideal impurity profiles.

Although the impurity profiles are not expected to be ideal on a microscale, the best proof of it

would be lcondary Ion Mass Spectroscopy (SIMS), which is not provided in this study but is in

our fut, ins.

We performed the DVC measurements of forward and reverse biased Zener diodes. The

breakdown regime seems to need more detailed analysis, because of the significant current flow

through the p-n junction.This work is in our future plans.

We found a correlation between performance (I-V curves) of Zener diodes and the shape

of the internal fields measured by SEM-DVC. That makes this new electron microscopy

technique a good quantitative measurement of semiconductor devices fabricated on a

manufacturing line or designed in R&D laboratory.
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ABSTRACT

The growth of ternary semiconductor compounds Cd_.Zn.Te leads to possible uses
of this material like optoelectronic devices. In the present work we report the structural
characterization of CdogeZnootTe obtained by modified - Bridgman technique.

Structural studies were carried out using Scanning Electron Microscopy (SEM) and
Conventional and High Resolution Electron Microscopy (TEM and HREM, respectively).
Selected Area Electron Diffraction (SAED) was used to determine local variations in com-
position. Characteristics of the growth of the bulk samples were observed and structural
details that might be related with the stability of ternary phase were derived.

Introduction

The ternary compound Cdo.mZrno.04Te studied in this work have promising applica-
tions in a variety of solid state devices such as solar cells [1], photodetectors [2land light
emitting diodes because its band gap is 1.53 eV. at 300K [3]. This II - VI semiconductor
compound is also good for uses in medical imaging and offer more advantages in sensitivity,
stability and commercial avalability over other materials like mercury iodine [4]. The main
purpose for us in this work is to get large, high-quality crystals for substrates, because the
quality of epitaxial layers is affected by the quality of the substrate material. CdZnTe is
the leading substrate for epitaxial growth of HgCdTe [5 - 7]. To get good devices requires
improved control over chemical and crystallographic homogeneity of the crystals.

On the other hand, the addition of small quantities of Zn, 4% in our case, in CdTe
reduces the dislocation density. The pinning of defects by the local strains is suggested as
the mechanism for the improvement seen in Cdo.gsZno.o4 Te over CdTe crystals [8].

Experimental

The samples investigated in this work were cut from an ingot which had been grown by
vertical modified - Bridgman technique under Cd vapor pressure to achieve the controlled
constituent pressure above the melt [9]. Bridgnan bulk-growth process is a liquid-phase
growth technique [10], in which the melt is contained in a growth ampoule an is solidified
by lowering the ampoule through the temperature gradient given by an appropiate furnace.
The actual pressure is regulated by the coldest region of the ampoule.

Samples were grown at IL Triboulet's laboratory in the Laboratoire de Physique des
Solides, C.N.R-S., Bellevue in Rance. Stoichiometric quantities of the purified elements
were vacuum sealed in a pretreated fused silica ampoule of about 20 mm inner diameter
and 10 - 15 cm long. The sealed ampoule was inserted in an eight-zone furnace controlled
by a computer to examine the temperature profile.
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Figure 1. SEM image of a big grain of Cdo.geZno.04Te crystal.
Laminar configuration and irregular details are shown in this
sample.

Figure 2. Three different details of a SEM image of
a Cdo.6Zn~oo4 Te crystal. The region A shows a piling
up of planes, B is a layered configuration region and
C is a region with rugosities.
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SEM observations were carried out in a JEOL 5200 microscope and TEM and HREM
observations were carried out in a JEOL 4000 EX equipped with a high resolution pole
(Cs=1.00mm). For SEM studies, small pieces (around 0.3mm in size) were mounted
directly on the holder. For HREM observations, samples did not receive special thinning
treatment: Small grams were cracked and grinded softly in an agata mortar; then the fine
powder was sprayed, in each case, on 200 mesh copper grids covered with carbon perforate
films. BREM images were obtained from the thin border of crystallites.

Results

We can observe in the figure 1 a SEM image of a large grain of Cd.Zno.o4Te show-
ing laminar configuration in one direction and a transverse phase with irregular details
which resemble an amorphous state. Two different phases are thus present in our sample.
Another image of SEM is shown in figure 2 where we observe three different details. That
marked with an A shows a piling up of planes; the B zone shows a layered configuration
and clean terraces; the C zone is similar to B but with rugosities on the surface. The TEM,
shown in figure 3, comes from the point of a needle of a CdoM ZnoM Te crystal and shows
a granular configuration with changing thickness. White dots in the figure correspond to
pinholes in the material. Another figure of TEM is shown in figure 4, where we see a
laminate of CdZnTe where a layered configuration is visible near the rounded zone. The
black spots correspond to crystallites growing in the laminates.

1741

Figure 3. TEM photograph of the point of a needle of a Cdo.,sZno.04 Te crystal, granular
configuration and pinholes are present in this photograph.
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~Figure 5 is a SAED pattern coming from a border of the sample showed in figure 3.

CdZnTe phase was determined from similar pattern. Figure 6 is another SAED pattern
from a similar zone to that presented in figure 4. Spots coming from faulted structures
are visible.

Finally, a IREM image, figure 7, is shown where three grains are visible. An antiphsse
grain boundary can also be observed. Lattice defects are not visible.

Discussion

In summary, from SEM, TEM and HREM observations ve can conclude that the
ternary Cd.9Zf.ro4 Te growth produce laminar structure with no lattice defects in the
crystals. Identification of a CdZnTe phase was obtained from SAED patterns analysis.
The layered configuration in specific orientations observed in SEM images seem to be
connected with directional bonding among the ternary atoms in the CdTe structure, like
in the Diluted Magnetic Semiconductors [111.

In comparison with similar works we can assume that good crystals of CdomZnou Te
ha-e been successfully prepared by vertical modified - Bridgman method.

This is a preliminary work in CdesZnomTe and represents an advance in the struc-
tural understanding of this bulk material growth by modified - Bridgman technique. Opti-
cal characterization like Raman, photoconductivity and photoluminescence and electrical
measurements as DLTS method are in progress. The goal is to correlate the structural
studies presented in this paper with other kind of characterization.

Figure 4. TEM Photograph Of CdgsZr&Z4Te Crystal where a laYered configuration is
shown.
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Figure 5. Selected Area Electron Figure 6. SAED pattern of a
Diffiraction (SAED) Pattern of Cdou9ZytmoTe crystal showing
Cdo~s Zmm oTe crystal. spots from the faulted structures.

Figure 7. Three grains are observed in this HREM photograph of a CdO.ZtA Te, also
an antiphase grain boundary can be appreciate.
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SURFACE PHOTOVOLTAGE MEASUREMENT OF MINORITY CARRIER
DIFFUSION LENGTHS EXCEEDING WAFER THICKNESS: APPLICATION TO

IRON MONITORING WITH PART PER QUADRILLION SENSITIVITY

A.M. KONTKIEWICZ*, J. LAGOWSKI*, M. DEXTER* AND P. EDELMAN"
'Center for Microelectronics Research, University of South Florida, Tampa, FL 33620
"Semiconductor Diagnostics, Tampa, FL 33610

ABSTRACT

We discuss an approach to iron concentration determination in silicon, based on wafer-scale
surface photovoltage measurement of the minority carrier diffusion length in the millimeter range.
The approach combines two novel aspects: it overcomes the diffusion length to wafer thickness
ratio limitation of previous SPV methods, and it employs iron separation from other recombination
centers using rapid photo-dissociation of iron-boron pairs. The wafer thickness limitation was
eliminated by using the correct theoretical SPV wavelength dependence instead of simplified
asymptotic diffusion length form adopted in all previous treatments and valid only for diffusion
lengths much shorter than the wafer thickness. Photo-dissociation of Fe-B pairs and measurement
of the corresponding decrease of the L value (caused by creation of iron intersticials) enables iron
detection in typical silicon wafers in times of seconds with a sensitivity in the low 108 atoms/cmu3

range.

INTRODUCTION

Iron is a critical uncontrolled contaminant in IC manufacturing and equipment. For thin gate
oxides used in submicron technology, iron precipitates near the gate oxide interface can be a major
cause of electrical breakdown.1, 2 Maintaining iron concentration below 1010 atoms/cm 3 (i.e., in
the part per quadrillion, ppq, range) is a requirement facing the forthcoming 0.25 gim technology.
Since interstitial Fe in Si acts as an efficient recombination center, the process-induced Fe
contamination may be detected by measurement of the bulk minority carrier lifetime. In the low
excess carrier excitation limit, the product of the minority carrier lifetime T and the diffusion
constant D gives the square of the diffusion length L, L2=D. Thus, & diffusion length provides a
measure of lifetime killing contaminants.

In the manufacturing environment, minority carrier diffusion length measurements would be
most beneficial when performed in-line, on whole wafers, with minimal preparation and without
contact to the wafer surface. Such wafer-scale, noncontact measurement of L can be done using
the surface photovoltage (SPV) method.'. 3 In this method chopped monochromatic light generates
excess carriers which modulate a native potential barrier on the semicondchctor surface. The photon
flux 0 is small enough to assure linear SPV range where the magnitude of the SPV signal V is
directly proportional to 0 and also to the excess minority carrier density An5 beneath the surface
just outside the surface space charge region. A resulting surface photovoltage is picked up by a
small transparent electrode placed a fraction of a mm above the illuminated surface. A second
electrode, also only capacitively coupled to the wafer, is provided by the wafer-holding chuck. The
SPV signal V is measured for different light penetration depths, z=a-I (where a is the absorption
coefficient corresponding to preselected wavelengths) and L is determined from V(z).

SPV MEASUREMENT OF DIFFUSION LENGTH

The original SPV method4 was based on simplified formula using the following assumption that
the diffusion length is much shorter than the thickness of the measured sample (in practice L <
T/2). In the 1960s diffusion lengths in silicon were about 10 pm and, this simplification was very
well justified. The simplified formula was also used in subsequent SPV treatments. 3.5 In
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consequence, when applied to high-puity silicon wafers of the 1990s, with L approaching I mm,
SPV methods failed in the sense that they only yielded the longest L value of 0.7T and were limited
by the wafer thickness rather than the recombination centers. What has been particularly
misleading to SPV users is that, in these cases, the experimental data apparently followed the
dependence on z described by the simplified formula.

In the purest silicon currently available, the diffusion lengths are of the order of 1 mm and they
exceed the thickness of standard wafers (525 pin to 725 pun). To overcome this problem, we have
analyzed exeinW data in terms of the full SPV expression as recently proposed in Ref. 6. In
the low excitation limit (An, << po where po is the majority carrier concentration in the bulk), the
relation between the surface photovoltage, V, and the excess minority carrier concentration, A,,
can be obtained from the Poisson equation and an electrical neutrality condition. Independently,
Ans. can be obtained as a function of the light penetration depth, z, from a steady-state solution of
the continuity equation. For long diffusion lengths, the contribution from the light reflected from
the back surface will be neglected and we also assume that z >> W. This assumption is of no
consequence as long as z is small in comparison with T. Based on the treatment presented in Ref.
6, the low excitation level surface photovoltage, V may be expressed as

V = const Oeff f(z), (1)

where Ocff is the effective flux of photons entering the semiconductor, i.e. corrected for
reflectivity. The function f(z) contains the entire dependence on the light penetration depth

f(z) = (I - Bz/L)/(1 - z2/L2), (2a)

B = [(v/Sb) sinh (T/L) + cosh (T/L)J/[sinh (TL) + (v/Sb) cosh (T/L)J, (2b)

where Sb is the back surface recombination velocity and v = D/L is the diffusion velocity. The
front surface recombination velocity Sf reduces the surface photovoltage at the same ratio for all
penetration depths, therefore, it is included into constant in Eqn. (1).

In the constant photon flux SPV method3.5, 4eff remains the same for all employed
wavelengths. In such a case the experimental data normalized to any Vo at a particular zo
(typically the shortest penetration depth) can be fitted to Eqn. (2) with two fitting parameters L and
Sb. For short L, such that T >> L (in practice it is sufficient if T > 2L) sinh (T/L) - cosh (T/L),
and consequently B - 1. Equation (1) becomes then

orffIV = const (l+z/L). (3)

This expression has been used in previous SPV methods. In the "constant magnitude SPV" 4,
4beff is measured after adjusting the photon flux to maintain the same V values for all penetration
depths. In the "constant photon flux linear SPV" method 3, oeff is constant and the inverse
photovoltage IV is analyzed versus z. In the early laboratory version of SPV7, neither V nor
Oeff were constant and, instead, V was normalized to known incident light spectrum. In all these
methods, the value of L was obtained from Eqn. (3) as L = -zit , where zint corresponded to

Oeff/V = 0. This procedure is illustrated in Figure 1 by experimental data obtained for a high
purity 2 mm thick silicon slab before and after thinning to 490 gm. The measurements were done
using a commercially available SPV system based on the constant photon flux method. Before
thinning L= 743 pm and the condition T >L12 is satisfied. For thinned wafer T < Land Eqn. (3)
should not be applicable. It is seen however that for the thinned wafer the plot Oeff N vs. z
deviates only slightly from linearity, and only the intercept value of 332 pin is about 0.3T, i.e.,
significantly below the 743 lim measured before thinning. This illustrates the misleading character
of SPV analysis based on the standard short diffusion length expression.

This behavior can be readily explained using Eqns. (1) and (2). For z/L << 1, they lead to an
approximate expression, Oef/ N - const (l+z/L*) where L - L/B. Thus, the standard SPV
procedure will give the apparent diffusion lengths, L, which is significantly different than the real
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diffusion length. L. The factor B can be notably larger than I for typical silicca wafers with non-
oxidized surfaces for which the surface recombination, Sb, is relatively high, - 105 cm/s (note that,
in silicon, D is at most 33 cm2/s for minority electrons and 13 cm2/s for minority holes).

The determination of long diffusion lengths exceeding the wafer thickness must be done using
the complete SPV equation (Eqn. (2a) and (2b)) with L treated as the fitting par-,neter. The
modified SPV plot showing the quality of the fitting can be presented as:

V* = V (I - z2/L 2)/Oeff = const (l - Bz/L). (4)

In Figure 2 the same experimental SPV data as shown in Figure I are presented in the form of
the new SPV plot. The open symbols represent the as-measured values (for clarity, they are
normalized to V at z -- 0), the tilled symbols correspond to V(l - z2/L2) which decreases linearly
with z and intercepts the z axis at zint = IJB. For thick wafers, B - 1 and Zint is equal to the
diffusion length. The value of L = 749 pm measured for 2000 pm wafer is very similar to the one
obtained with the conventional procedure. For thin slabs, the factor B = coth(T/L) and the
complete equation, zw = L tanh(T/L) has to be solved for L. The value of L obtained with this new
procedure is 760 pm which is in good agreement with the values obtained from the measurement
on thick slabs. The advantage of the new procedure is apparent when this value is compared with
only 332 pm obtained from standard SPV measurements.

-lA 1.0

1A - 1-2000I 0 T.406Am

1. - O.8:0A 1.6
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43 3 2 432 - 46

0.2s2 .
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Pensttion Depth ban) Penetrton Deph 12m]

Fig. I Inverse surface photovoltage vs light penetration Fig. 2 SPV data for the same wafer as in Fig. 1,
depth for a high purity silicon slab 2mm thick before however, plotted according to the new procedure V vs z.
and after thinning to 490 pn (0 and A, respectively). Open symbols correspond to the as-measured values,

filled symbols - to new SPV plot Eqn. (4).

IRON MONITORING BY PHOTO-DISSOCIATION OF Fe-B PAIRS

Photo-dissociation of Fe-B pairs combined with SPV diffusion measurement has recently
emerged as a sensitive and very fast method for determining Fe concentration. 9 An isolated
interstitial, Fei, is a donor defect with an energy level 0.39 eV above the valence band and with
large electron capture coefficient, ci = 5.5 X10-7 cm 3/s.10-13 At room temperature, Fei is mobile
and, in p-type silicon, it attaches to a negative boron forming an electrically neutral Fei-B, pair
which has an energy level 0.1 eV above the valence band.10 Tie electron capture coefficient of the
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paircs ten times smaller than that of Fei, therefore, the pair dissociation results in decrease of
the on length. Iron concentration is determined from two measurements: when practically all
of the Fe, are paired and L is at its maximum (which is typically assured by 24 hour storage of the
wafer at room temperature or by a 20 minutes anneal at 80oC), and when all pairs are dissociated
and L is at its minimum. The interstitial iron concentration, Nft, can be then determined from the
corresponding chang, of the diffusion length:

-A(1/L 2) = Dn-t ci NFe (1 - cp/ci)-- 1.5 x 10-8 Npe, (5)

where D, is electron diffusion constant and L is in cm. Previous procedure introduced by Zoth
and Rergholz0 employed thermal Fe-B pair dissociation at temperatures from 200oC to 270C
followed by a quench to rwom temperature in order to minimize the pair reformation during
cooling. The main disadvantage of this procedure is that other metal-boron pairs (e.g., Cr-B), if
present, can also thermally dissociate causing ambiguity14, especially when monitoring
uncontrolled conte- n ation at very low levels such as ppq range. The ambiguity can be removed
using photo-dissociation instead of thermal dissociation. The photo-dissociation appears to be a
distinctive feature of Fe-B pair1 4 contrasting it to Cr-B pairs.

Experiments were performed on p-type Si wafers with resistivity from 1 to ?Y) tLcm and
corresponding boron concentration from about 6 x 1014 cm-3 to 1.5 x 1016 cm-3 . The wafers,
obtained from commercial suppliers, were measured as-received, or after a buffered HF dip which
enhances the SPV signal. 3 Czochralski-grown silicon, intentionally doped by adding Fe to the
melt, and unintentionally contaminated wafers were used with iron concentration ranging from 8 x
108 to I x 1013 cm-3. Diffusion !ength measurements were performed using the enhanced SPV
procedure described above. Iron at concentration exceeding 5 x 1010 cm-3 was confirmed by Deep
Level Transient Spectroscopy (DLTS) measurement. Lower concentrations were determined by
SPV using the Fe-B association kinetics as the Fe fingerprint.10

In the photo-dissociation study, the wafers were illuminated with pulses of halogen bulb light of
variable duration ( 2-60 s) and intensity ( 1-20 W/cm 2). The experiment typically started with Fe-
B pairing completed as evidenced by diffusion length values close to the high limit, L0. After each
series of consecutive light pulses, the diffusion length was measured, and process was continued
until the lower limit, LI, was reached. The light intensity was always high enough to assure a
photo-dissociation rate much larger than thermal dissociation and association rates. Following
photo-dissociation, the pair association kinetics was monitored by measuring the diffusion length
versus time while the wafer was kept at a pre-selected temperature.

In Fig. 3, the concentration of Fe-B pairs, determined from diffusion length decay data using
Eqn. (5) is shown as a function of the total exposure time. The upper figure corresponds to 5
W/cm2 incident light with the wafers kept in air. The pair concentration decay is ar exponential
process characterized by the photo-dissociation time constant Td - 13 s, which is similar for both
wafers in spite of the very large differences in the diffusion lengths and the Fe concentrations.

A striking reduction of Id was observed upon surface passivation reducing the surface
recombination [16] such as immersion in diluted HF or SiO2 coating. As shown in the lower
portion of Fig. 3, for the wafers immersed in 5% HF + 95% H20, the rd was about three times
shorter in the long diffusion length wafer, as compared to that in the short diffusion length wafer.
In HF+H20, the pair photo-dissociation was so fast that the light intensity had to be reduced to I
W/cm 2 to measure the decay. Sensitivity to surface recombination proves the recombination-
enhanced mechanism' 5 in which l/d (or the dissociation rate) is determined by the concentration
of excess electrons, An. Under steady state, An - 0/(S + Da/La), where o is the incident photon
flux, S is the surface recombination velocity and Da and L, are the ambipolar diffusion constant
and diffusion length, respectively. For S >> Da, An is low and virtually insensitive to La,
however when S < D/L, An increases and becomes sensitive to L consistent with Fig. 3.

The Fe-B pairing after photo-dissociation was found to be identi-al to that after thermal
dissociation. The process was exponential with annealing time and the pairing time constant, rp,
was in excellent agreement with previous measurements and with the pair association treatment
based on Coulomb interaction modell5.
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Fig. 3 An Fe-B pair concentration decay vs exposure time to white light. The "x" corresponds to wafer (A) with
NB=1.8 X 1015 cm-3 , LD0=1090 lim and L1 =848 ,I= while the "OY'corresponds to wafer (C) with NB=l.38 x 1016
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corresponds to illumination in diluted HF.

T a725 gm Fe 1.4 x10 10 cm*'

S1.0

Before optical
-0.9 .7 activto

L 1618 prn

0.8

=l 642 g±m

0.6
0 50 100 150 200

Penetration depth, z, [gi mJ

Fig. 4 SPV data for 8-inch CZ silicon wafer before and after optical activation of iron.
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Optical iron activation, and a new procedure for measuring diffusion lengths exceeding the wafer
thickness, have been used for determining iron concentration in state-of-the-art 8-inch diameter (Z
silicon used for fabrication of 486 microprocessors. The results are shown in Figure 4. The initial
difusion length value, Lo = 1618 Im, is more than twice the wafer thickness (the standard SPV
method would yield an apparent value L of only 550 jim). After optical activation, this value
drops to 642 pm which gives an iron concentration of 1.4 x 1010 atoms/cm 3. Based on this
determination, we may conclude that iron is the major diffusion length limiting factor.

In the experiment discussed above, the diffusion length decreased by about 1000 jtm, i.e., 50
times more than the measurement uncertainty. Thus, the sensitivity for iron detection can be
estimated for the low 108 atoms/cm3 range, i.e., in the several parts per quadrillion range.

In summary, we have shown that a new approach for measuring diffusion lengths exceeding the
wafer thickness and the optical dissociation of Fe-B pairs can be combined to achieve non-contact,
wafer-scale, almost instantaneous determination of iron in silicon with sensitivity in the low part
per quadrillion range.
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ABSTRACT

Triple crystal x-ray diffraction (TCXD) is a non-destructive structural characterization
tool capable of the separation and direct observation of the dynamic (perfect crystal) and the
kinematic (imperfect crystal) components of the total intensity diffracted by a crystal.
Specifically, TCXD can be used to measure the magnitude of the diffuse scattering arising
from defects in the crystal structure in the immediate vicinity of a reciprocal lattice point. In
this study, the effects of BC 3 reactive ion etching (RIE) on the near-surface region of GaAs
were investigated by analyzing the changes in the diffuse scattering using both the symmetric
004 reflection as well as the highly asymmetric and more surface sensitive 113 reflection.
While the results from the 004 reflections revealed little difference between the unetched and
the BCI3-etched samples, maps of the diffracted intensity around the 113 reflections showed an
unexpected and reproducible dease in the extent of the diffuse scattering in the transverse
direction (perpendicular to the < 113> direction) as the RIE bias voltage was increased. This
decrease suggests that the degree of etch damage induced in the GaAs near-surface region is
reuced with increasing bias voltage and ion energy. Additionally, the symmetry and
orientation of the kinematic scattering was altered. Possible mechanisms for these results will
be discussed.

INTRODUCTION

An increasingly common processing technique used in compound semiconductor device
and integrated circuit (IC) fabrication is reactive ion etching (RIE). Etch uniformity, material
selectivity, and the ability to etch semiconductor materials anisotropically with high
dimensional resolution make RIE suitable to produce the sub-micron features required in
advanced microelectronic devices. While RIE combines chemical etching processes with
mechanical bombardment of substrate surfaces by accelerated ions, photons, and electrons, it
is primarily the mechanical processes which give rise to the greatest amount of surface and
subsurface structural damage. Previous investigations have shown that RIE-induced radiation
damage to GaAs surfaces results in decreased surface carrier concentrations and reduced
Schottky barrier heights [1,2].

While many investigations of process-induced surface damage in GaAs have made use
of electrical measurements which are quite sensitive to surface crystallographic imperfections,
a structural probe is necessary to determine the mechanisms through which various processing
techniques induce damage, and to correlate changes in electrical characteristics to specific
structural defects. However, since fabrication techniques are specifically designed to introduce
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as little damage into semiconductor surfaces as possible, the analysis of defects generated by a
nominally "damage free" process would be expected to be somewhat difficult, even though
such defects may significantly affect circuit performance.

Triple Crystal X-my Diffraction

Conventional double crystal x-ray diffraction (DCXD) has traditionally been used as a
bulk materials characterization tool. However, while the total diffracted intensity measured in
any x-ray diffraction experiment consists of both a dynamic (perfect crystal) and a kinematic
(imperfect crystal) component, these two contributions are convoluted in DCXD, masking
quantitative information that can be determined from either individual component alone. If an
analyzer crystal is inserted between the sample crystal and the detector in a double crystal
configuration, it is possible to create a map of the total diffracted intensity around a reciprocal
lattice point by varying the angular positions of the sample and analyzer crystals near their
exact Bragg conditions. This experimental technique is known as triple crystal x-ray
diffraction (TCXD), and typically results in a diffracted intensity distribution in reciprocal
space that is illustrated schematically in Figure 1. The characteristic pattern consists of a main
"surface streak" and two "pseudo streaks" due to strong dynamical diffraction from the sample
crystal, and the monochromator and analyzer crystals, respectively, as well as kinematic
diffuse scattering, centered around the reciprocal lattice point. Thus, one primary benefit of
TCXD is the capability of analyzing the kinematic diffuse scattering in the immediate vicinity
of a reciprocal lattice point separately from the dynamically-scattered background [3].

Diffuse scattering is ideally suited for the investigation of structural defects in crystals,
since the very reason diffuse scattering exists is due to the presence of defects such as
vacancies, interstitials, point defect agglomerations, and dislocations, which distort lattice
planes from their nominal positions. Recent high resolution x-ray diffraction work involving
defects in group rn-V semiconductors include studies of bulk defects in InP by Gartstein [4]
and near-surface defects in MBE-grown GaAs by Bloch and co-workers [5]. We have
previously reported on several high q

resolution x-ray diffraction studiesregarding A

chemical-mechanical (CM) polishing-
induced damage to GaAs [6], including /

diffuse scattering measurements by TCXD. Mosochromakor Analyze
is ody of prior work involving diffuseseak

scattering measurements on semiconductor
materials suggests that TCXD is an ideal -- Constant2O
technique for monitoring the evolution of
crystallographic damage in GaAs due to q /
RIE processes. //Diffuse scattering

Constant to

EXPERJIMAL
Dynanmical diffraction

GaAs wafers which were CM from sample

polished by the vendor and were nominally
oriented 20 off < 001 > about the < 110 > Fig. I. Schematic TCXD intensity distribution.
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axis provided the samples used in this investigation. All samples were solvent-cleaned and
immersed in 1:10 HCI:H20 for oxide removal immediately prior to loading into a
PlasmaTherm 2482 RIE system equipped with a 22" diameter electrode. BCI3 gas was
introduced at a flow rate of 14 sccm and He gas was added at 6 sccm for a resultant chamber
pressure of 3.2 mTorr. The bias voltage on the electrode was varied from sample to sample in
order to change the incident ion energy.

A Rigaku RU200 rotating anode generator set at 50 kV and 200 mA provided Cu Kx1
radiation, and a Bede 150 double crystal diffractometer was modified for use in TCXD [7].
Two grooved Si crystals aligned for four (220) reflections in a (-, +, +,-) configuration were
used to monochromate the incident x-ray beam, and a single (220) grooved Si crystal was used
as a three-bounce analyzer. As reported by lida and Kohra [8], the use of multiple-bounce
monochromator and analyzer crystals resulted in triple crystal diffraction patterns free of the
dynamically-scattered pseudo streaks previously mentioned. In order to measure the total
diffracted intensity around a reciprocal lattice point, TCXD scans were conducted by rocking
the sample crystal while keeping the analyzer crystal in a fixed position, incrementing the
analyzer crystal position, then scanning the sample crystal again with the analyzer fixed. After
completing a series of scans for a given sample, real space diffractometer coordinates were
converted to the reciprocal space coordinates (qx.q)d using the relations of lida and Kohra [8].
We have previously described this experimental arrangement in greater detail elsewhere [7,91.

h6

(a) (b)
RESULTS 4

Figures 2(a) and 2(b) display the 2

diffracted intensities measured about the
004 reciprocal lattice point for an unetched o
GaAs sample (#4A) which was CM
polished by the vendor and a reactive ion -2 2

etched GaAs sample (#4B), respectively.
For the RIE-treated sample, a bias voltage .4

of -250 V was used, and the total etch time -A 4,

was 15minutes, resulting in an etch depth -3 2 I- 0 1 3 -3 .2 -I 0 , 2 3

of approximately l,00 Angstroms. The q. (10' Ap- .
data shown in Figure 2 and in all Fig. 2. 004 TCXD scans from (a) #4A (no RIE)
subsequent triple crystal scans were an N #4B (-250 V RIE).
contoured using the logarithm of the dif-
fracted intensity, with each contour denoting an intensity increment of 100.25 counts/second.
The minimum contour level was a log(intensity) of 0.25, corresponding to approximately 1.8
counts/second, which significantly exceeded the parasitic background level. While the
dynamic surface streak as well as the kinematic diffuse scattering were present in both cases
shown in Figure 2, no significant differences were observed in the diffuse scattering using the
004 reflections.

The symmetric 004 reflection is characterized by an x-ray photoelectric penetration
depth (as calculated from kinematic theory) of 15.5 pm for 90% absorption of Cu Kct x-rays
in GaAs. In contrast, a highly asymmetric reflection such as the 113 reflection reduces the
90% absorption depth to 1.5 pm [10]. Figure 3 schematically compares the symmetric 004
and the asymmetric 113 diffraction geometries. Figure 4 displays the TCXD maps of
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diffracted intensity obtained using the 113 reflection for the same two samples (P4A and #411)analyzed above with the 004 reflection. As expected, a difference in the magnitude of diffuse

scattering was observed between the unetched and the plasma-etched samples. However, quite
unexpectedly, the maximum extent of the diffuse scattering in the q, direction at the level of
the minimum contour decreased from 2.4 x 10-4 Angstroms"1 to 2.0 x 104 Angstroms-1 from
the CM polished sample to the RYE sample.

In order to determine if this decrease in diffuse scattering after RIE was because the
concentration of defects was actually being reduced or if a damaged layer remaining from the
CM polishing process was simply being etched away by RYE, another group of GaAs samples
was analyzed in which all of the specimens were wet chemically-etched in a solution of 3:1:1
H2SO4 :H2 0 2:H20 prior to plasma etching. Nearly 2.5 pum was removed from each sample to
insure that any residual structural damage resulting from CM polishing was completely
eliminated. The same RIE procedures described above were used, except that total etch times
were 30 minutes. Bias voltages for samples 5A and 5B were -115 V and -460 V, respectively,
and sample 5C was the control sample, which was not etched by RIE. The TCXD diffracted
intensity maps around the 113 reciprocal lattice point for these samples are shown in Figure 5.
Again, as the bias voltage was increased, effectively increasing the energy of the ions
bombarding the sample surfaces, the amount of diffuse scattering decreased, indicating a more
perfect crystalline structure in the near-surface regions.

DISCUSSION

In order to better correlate RYE process-induced damage to changes in diffuse
scattering, a single parameter i,,. has been defined as the amount of diffracted intensity
present in addition to the dynamically-scattered surface streak, where

I.,.,= 4,rSjJneg(qx,qy) q. dq4.. (1)
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Fig. S. TCXD scansfrom (a)mUC(no RIE), (b) SA (-115 V RIE), and (c) #5B (-460 V RIE).

ae(o,qy,) is the diffracted intensity above an arbitrarily designated minimum level, which in
this case was chosen to be the minimum contour level used in all of the intensity distribution
maps (100.7-, or -1.8 counts/sec). A more detailed description of 1,'a. calculations is
reported elsewhere (9]. Using this procedure, an ideally perfect crystal should have an s
of zero; we have verified this by using a highly perfect Ge crystal which was grown with no
detectable dislocations and was extensively etched to remove all traces of surface damage. The
113 TCXD scan for this Ge crystal is shown in Figure 6.

The results of the excess intensity calculations are listed in Table I; the integrated
intensities are given in arbitrary units which have also been normalized to the excess intensity
of the respective control samples. In addition to confirming that the BC13 RIE process
employed in this investigation did indeed improve the structural perfection of the GaAs
samples treated (I. values for all of the RIE samples were less than those for the control
samples), some further observations can be made from these results. The similarity in the
absolute excess intensities of the two control samples (5.62 x 10-3 for sample 4A vs. 5.09 x
10-3 for sample 5C) indicated that the diffuse scattering observed in sample 4A was not largely
due to residual CM polish damage, but rather could more accurately be attributed to the
intrinsic grown-in defect structure of bulk GaAs. Furthermore, the values of /,,, for
samples 4B (-250 V) and 5B (-460 V) relative to the control samples were quite comparable
(0.37 for 4B, 0.42 for 5B), indicating that although increasing bias voltages improved near-

Table 1. Relative excess intensities.
3-

Saune Inwinly fm qn. Nonrmabi
2 (I) (I0 arb. ums) InU naU

perfe 0 0Ge
4A 

5.62 
1.00

4B 2.10 0.37
.2 (-250 v RIE)

-3 ,C 5.09 1.00
(no RIE) I

, 2 SA 4.12 0.81
(-115 V RIE)

5B 2.15 0.42
Fig. 6. 113 TCXD scm from highly perfect Ge. (-40 v IE)
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surface structure to a certain point, a threshold voltage may exist, beyond which no additional
structural improvement would be observed as the bias voltage is increased.

At the higher voltages, there may be an etch rate limitation due to the deposition/re-
deposition of chemical reaction products, or the chemical reactions themselves may be
inhibited. As for the improvement in structure after RIE, it is conceivable that a process such
as the phenomenon of ion-assisted athermal re-crystallization [11] is occurring. While it is not
yet possible to rigorously assign a mechanism to the structural changes observed during RIE of
GaAs, these results do suggest that further study of possible phenomena such as point defect
migration and dislocation annihilation are warranted.

CONCLUSIONS

High resolution TCXD has been very effectively used to map the diffracted intensity
distributions of GaAs samples subjected to BCI3 RIE. These measurements have resulted in
the definition and calculation of an excess diffuse intensity parameter which can be directly
correlated to structural perfection, and, in the case of 113 reflections, is very sensitive to near-
surface regions. Unexpectedly, the structural perfection of the GaAs samples actually
improved after RIE. These results have led to continued x-ray analyses and complementary
characterization techniques to gain a better understanding of the underlying microscopic
mechanisms involved in RIE of GaAs.
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ABSTRACT

We describe successful algorithms for rapid alignment of the Bragg planes normal to the
incidence plane in a high resolution X-ray diffraction experiment. One is appropriate to the
surface symmetric geometry and uses a technique of rotation about the specimen normal.
From an experimental study of the rocking curve shape as a function of filt, we have
developed a new algorithm which uses tilting about an axis formed by the intersection of the
specimen and incidence planes. This has been shown to be reliable for rapid optimization of
the diffraction conditions for wafers cut up to 150 off the (001) plane and for asymmetric
reflections. Additionally algorithms are outlined which permit rapid location of the maximum
of the Bragg peak and deduction of the mean wafer curvature from the X-ray data

INTRODUCTION

Double axis, or high resolution, X-ray diffraction [1] is now widely used for the non-invasive
determination of the composition, thickness and perfection of epitaxial layers of compound
semiconductors. Appropriate design of the X-ray optics enables the coherency of the epitaxial
layer to be determined. In instruments such as the Bede QC2 diffactometers [2], capable of
fast mappt" over an area up to 150 m square, and in a clean-room production environment,
the orientation and alignment time overhead is of considerable importance. It is therefore
crucial that efficient, effective algorithms are used to permit this task to be undertaken
automatically. In high resolution X-ray diffraction, the primary task is to locate the Bragg peak
by rotating the specimen crystal in the incidence plane (defined by the incident and diffiracted
beams). However, in order to minimize the Bragg peak width, and hence maximise the
resolution, it is also important to adjust the Bragg planes to lie normal to the incidence plane.
We describe efficient algorithms to achieve these adjustments together with a method of
determining wafer curvature directly from a grid of rocking curves recorded point by point
across the wafer. They have been extensively tested in many locations around the world.

BRAGG PEAK LOCATION

The algorithm which we use for locating the Bragg peak is a simple binary search followed
by a systematic climb up to the peak maximum. From the start position, the specimen is
scanned on Axis 2, which is normal to the incidence plane, a short distance in the sense of
increa in g Bragg angle. The count rate in the detector is continuously monitored and if it
exceeds a preset threshold, the binary search is terminated. If this does not occur, the
specimen is returned to the start position and scanned twice the distance in the opposite
direction. If the threshold is again not exceeded, the specimen is rotated to the end point of the
initial forward scan and is then scanned an angle twice that of the previous range. Thus if the
first search range is 100 units, the search sequence is: +100, -200, +400, -800, +1600, etc.
This sequence is repeated until the threshold is exceeded or a scan range limit is exceeded.
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Once the threshold is reached the specimen is driven in the sme sense and the count rate
again recorded. This sequence drives the spectmen over the Bran peak and the scan is
terminated when the count rate is three standard deviations below the nmximum count rate
recorded. After a motion to take out backlash in tepping motor-gearbox trains, the specimen
is set to the angular position at which the mainuim count rate occurred.

ALIGNMENT OF BRAGG PLANES NORMAL TO THE PLANE OF INCIDENCE

An automated procedure for this somewhat tedious process of aligning the diffraction
vectors in the first and second crystals, using a conventional tilt stage, has been given by
Fewster [3]. It does fail in a some circumstances and is not a rapid algorithm,, having the
disadvantage that the end point relies on the determination of the maximum of a
relatively broad peak (at least when the incident beam is not highly divergent). A
different method, based upon the rotation of the specimen about the surface normal, has
been described by Tanner, Chu and Bowen [41; this depends upon a geometrical location
of the end point and should in general be more rapid for a comparable accuracy. It also
lends itself to automation but it will only work for symmetrical reflections.

ROTARY OPTIMISATION

In the following, the first crystal is assumed to be set correctly, the specimen is mounted on
Axis 2, and Rotary 2 is the axis carried on Axis 2, normal to the specimen surface. The
algorithm uses the concept that the crystals' reflecting p lanes are parallel when the reflecting
plane normal is rotated to lie in the incidence planead the Bragg angle has been found. The
routine works on the principle that if the reflecting plane is not exactly parallel to the crystal
surface, its normal will precess about the rotation axis on driving Rotary 2, and hence sweep
the reflecting plane through the Bragg angle twice. The optimum position, i.e. when the
reflecting plane normal is parallel to the normal of the first crystal's reflecting plane, is exactly
half-way between the positions of these two reflecting positions. This is illustrated in Fig. I
(a), which shows a 3600 Rotary 2 scan of a sample with a single epilayer, indicating the
positions of Rotary 2 (AB) which will. ive perfec alignment of the diffactin p es.
plot is symmetrical about the ideal position, irrespective of the complexity of the rocking
curve, thus giving a geometrical means of finding the ideal position without having to find any
maximum positions or even having to decide which is the substrate peak.

0.6 1 - 1.0
A B

Z
0.5x

0.4 eeS
C0 0

C

0.2 D
o•- 0 .5

B
0. • •  -1.0 "1

0 100 200 300 -250 0 250
Rotation angle (degrees) Rotation angle (degrees)

Fig I .(a) Intensity for a single epilayer Fig l(b) Bragg peak position w. rotation angle
on a substrate versus rotation angle
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The peak is first found by a positivo sene search on the Rotary 2 ais. Since wafas are
usually somne fractions of a degree mioienteid from the nomnal crystallographic plane - and
sometimes deibetely ofet by up to 4 degrees - this provides a rapid scan over a relatively
large -- U. 0fthis , abinary search is made on Axis 2.) Whe the is posiio i
located (Y in Fig (b)) on the positive sene Rotary 2 scan, this ais is searched in the
opposite direction to find the 'o*ugate' Brang peak X. The correct seting of Rotary 2 is
midway between these two peaks (4].

Before driving it all the way there, it is driven a short way in the ev direction and an
Axis 2 search performed in order to determine the directim in which the peak shift is
occurring. A final Axis 2 search should locate the pmk n its optlmised position. The main
parameter that must be specified is the criterion for finding a peak, i.e. a count rate that is well
above background but below the peak maximm. Note that if there are multiple peaks in a
system, it is safest that the peakfound criterion' is set below the highest peak but above all the
others, or the algorithm may not give reliable results. The Rotary 2 step should typically be I
degree per 10 of rocking curve width, and the Axis 2 step about I or 2 times the expected
rocking curve width. If these parameters are too coarse the algorithm will fail. In practice it is
not difficult to find appropriate parameters for quite complex layer structures and the
parameters will be unchanged for typical growth fluctuations, making the method very suitable
for production control.

A simplified flowchart of the algorithm is shown in Fig 2. Not shown in the flowchart are
various tests which are incorporated to cope with umsual conditions. For example if the
specimen is already on a peak when the algorithm is initiated, one must move off the peak and
then back again, to be quite certain which side of the peak has been found. Consistent
statistical tests at three standard deviation level are applied to determine whether a threshold
has been crossed, and the gating time of the detector is automatically set to determine each
count with sufficient precision.

i DRIVE ROTARY 2
UP TO 360 DEGREES

i~E CALPESAKK Al  NO DO0 A BINARY

DRIVE ROTARY 2 TILLT D
SECOND POSITION OF IND W1,1CH .... IDE l YES PA
PEAK IS FOUND. CALLI FO.. .. U"N...D
THIS POSITION 'B'I  ?

~NO
SET ROTARY 2 TO INDI"  PEAK By
(A+B)/2, WHICH IS -SC--IO.,AX.S 2OPTIMUM SETTING ' \ OFAI2I

CMADAND FAIL
CRECORD

Figure 2. Rotary optimise routine
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TILT OPTIMISATION

When the Bragn planes are miscut by several degrees from the wafer uretce, the rotary
optimise algorithm becomes very slow, as a very small step is required on the Rotary 2 axis.Where asmmetric dd plane ar used, the rotary optum asorth doe not work. It
then becomes essential to algn the diffraction vector by rotating about the intersection of the
Bragg planes with the incidence plane.

Figr 3 shows a 3D represenation of variation of diffracted intensity for different positions

ofi.t Int Axis 2 for a single layer of AIGaAs on GaAs. The dat were aqcuired by recording a
gse of loop scans on Axis 2 of a Bede QC2a diffrctometer with the tilt between
tofpositoand especimen cryst altered detween e vch scan We note the very sharp rise in the

diffracted intenity as t tilt become s mal. It is also clear that the sepaion of the
substrate and layer peaks m Axis 2 s eo in constant, p a de ednt of tilt to first order, as
has been shown theoretically by Fewster 3]. The approximotuntparabolic shape (in the X-Y
plane), nearly seen in the figure, is used by the algori th foh a step and hop peak-climbing
routine to reach the apex of the intensity curve.

.To standar deions o the TitOtmimm forti this scn eloin in Fig4).hflw arabv
ie threrecttion of teaoith ukon the Tilt stgeise ovtie byhoe step i the samen i

poiedirection , as e th t hc iteas utls o. the intensity has ince b rea ed, th en the2
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direction of tilt is reversed. The peak is crossed again by adjus the scanning axis
(Axis 2) and the new peak intensity recorded and compared with the former peak
intensity.

F S Th tARi Tm at

THE NTE NSI TY NOSE R H A I L SITHAN THRESHOLD VALUEI

lRCTlOM UNIX MXINIIE IE YES PE1 ! 0
IS SIGNIFICANTLY LESS FO INO PEAK'
THAN P AK TH RESHOLD 0 i
DRVE AXIS 2 VE UNIL uo! TILT AXS BY ONEI
OVER THE PEAK ANDLRtI[ IN DIRECTION LASTI
INSIDE THE 'PARABOLA'. IRECORD PEAK INTENSITY IMU" RE'W mINEST

W N REVERSE TILT I

IN -? DIRECTION

SSTEP/HIOP, IECORM PEAK,

INTENSITIES. U21I PRESENT
INIEN9IIY IS 36 LESS TMl
RECORDD PEW INTESr ITY

REVERSE DIRECTION OF
TILT. STEP/HOP UNTIL
PRESENT INTENSITY IS]
WITHIN la OR GREATER I
THAN MAX INTENSITY I

f
S CLIMB PEAK

ON AXIS 2

Fig. 4 The flt optimise algorithm

The program now climbs the ridge of the parabola, adjusting Tilt in the direction set above,
and moving Axis 2 across the peak repeatedly, until the intensity has risen and fallen by 3a.
We have now moved up and over the peak and are at point 0 on the flow diagram. Figure 5
shows the step4hop section of the routine. Finally, to recover any overshoot, the tilt is reversedand the ridge is climbed in a similar way until the intensity is within lo of the maximum peak
intensity mesued. At this point the routine finishes and the optimisation process is
completed. The scanning axis (Axis 2) may also be returned to the crest of the peak, which is
especially useful for centred scans, but is not essential for taking rocking curve data. We have
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found this algorithm to be highly reliable and particularly useful for Iml-V wafers cut 150 offthe low index surface.

Tilt

)Axis 2

Fig 5 The step and hop sequence

DETERMINATION OF WAFER CURVATURE.

Wafers covered by a strained epitaxial layer adopt a bowed equilibrium shape. As a diffraction
experiment measures the curvature of the Bragg planes principally normal to the incidence
plane, the measured curvature is approximately cylindrical. Under this assumption, it is
extremely simple to use the position of the Bragg peak from the substrate recorded as a
function of position during a grid scan across the wafer to determine the radius of curvature. If
the position of the Bragg peak at an arbitrary origin on the wafer is a , then at a distance s
(measured in the incidence plane), the Bragg peak position 0 is related to the radius of
curvature R by;

U = a +(s/R)

If the data are taken in an xy scan at an anglea. to the incidence plane, s = x cosa. + y sina.
The (cylindrical) radius of curvature R in the incidence plane, is then simply derived from the
data set by a linear regression.

CONCLUSIONS

The algorithms described have all been successfilly implemented into quality control high
resolution diffractometers which provide rapid area mapping of wafers up to 150 mm
diameter. They provide a rapid means of optimizing the data quality without significant penalty
in time or operator expertise.
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ABSTRACT

It has been have demonstrated that synchrotron white beam x-ray topography can be used
to characterize IR detector materials at nearly every stage in the manufacturing cycle, including:
as-grown CdZnTe single crystal boules; substrate wafers cut from different positions in the
boules; thin films grown on characterized wafers; and HgCdTe focal plane array'structures.
Special diffraction geometries have been developed, taking advantage of the broad wavelength
spectrum, large beam size, and high intensity of the synchrotron radiation source, to enable rapid
and non-destructive assessment of defect densities and strain distributions after each processing
step. This diagnostic method has important implications for increasing the producibility of focal
plane arrays. Boule characterization can reveal defects, grain orientation, interfaces and strains,
and provides guidance for optimal slicing. Wafer characterization produces multiple topographic
images, providing both defect mapping and depth profiling in a single exposure. Finally, x-ray
topography of HgCdTe focal plane array test articles reveals subsurface damage not observable
by optical or IR microscopy. The applicability of this technique to evaluate yield, quality, and
reproducibility will be discussed.

INTRODUCTION

The low yield and high cost of II-VI based IR detectors has created a need for better non-
destructive screening techniques applicable at each stage of the manufacturing process [1]. The
requirements for larger focal plane size, higher integration density, and better device sensitivity
can only be met by improved control of the quality of the materials used to manufacture the
detectors [2]. The density of crystallographic defects, such as twins, grain and subgrain
boundaries, slip bands, and dislocations, in both substrate wafers and subsequently grown films is
currently quite high compared to Si. As a result, development of effective methods capable of
revealing such crystallographic defects and providing insight into the relevant mechanism of
generation of particular defects, leading to improvement of the perfection of the materials ,ised
for devices is very important [3].

Currently etching is the major tool used to monitor crystal quality in detector
manufacturing processes [4]. Unfortunately, etching is a destructive process and can only be
applied at a few stages of manufacture. The defects revealed are only those intersecting the
wafer surface and their character cannot be routinely determined. In addition, etching can only
be used on specific crystallographic planes and the one to one correspondence between etch pits
and defects is not well estabfished. With this in mind We have developed an improved screening
methodology employing the technique of synchrotron white beam x-ray topography, We have
followed almost all of tne steps in the manufacturing process with rapid turnaround and have
demonstrated that our technique can provide useful information essential for (1) improvement of
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the quality of substrate crystals, (2) improvement of the substrate wafer slicng process, (3)
monitoring epitaxial film qualities, and (4) the tracking of imperfections in the devices.

EXPERMITAL TECHNIQUE

Since the substrate crystals are grown by an unseeded Bridgman technique, the
orientation of the single crystal ingot is unknown and differs from crystal to crystal. The crystal
quality at different positions in the ingot is also different. Due to the white nature of the
synchrotron radiation source, topographic images can be obtained without pre-determination of
the ingot orientation, since each set of crystallographic planes can chose its own diffraction
wavelength according to the Bragg angle utilized. In addition, because of the area-filling nature
of the synchrotron radiation source, which in our case is 5xO.5 cm2, large areas of ingot can be
characterized in a single exposure. By setting the x-ray beam at about 15° with respect to the
crystal growth direction, several diffraction images of the ingot surface in the circumferential
direction can be obtained in a single shot. This incidence angle is chosen to ensure that sufficient
x-ray penetration is obtained for most of the diffraction images so that the images are
representative of the bulk quality of the ingot, instead of just the surface. By rotating the ingot 4
to 8 times around the growth direction, the whole ingot surface can be characterized in several
diffraction images.

For a (111) oriented substrate wafer and subsequently grown epitaxial thin film, we set
the diffraction geometry such that the incident x-ray beam is perpendicular to the [01 T] direction
and makes 810 with respect to the [2TT] direction [5]. In so doing good contrast (422), (533),
(220), (202), (331), (313), (551), (515), (55T), (5 15), (642), and (624) diffraction images can
be recorded on a single 8x10 In2 x-ray film, Each of these diffraction images has different
penetration depth, strain sensitivity. They also provide extinction conditions for [011 T, (I TO],
and [10T] Burgers vectors respectively. Therefore, a single exposure can provide a vast amount
of information. Experimentally, the (011) mirror plane facilitates the orientation of the crystal
with respect to the incident x-ray beam and film easy.

RESULTS

Figure 1 shows a topograph of a CdZnTe ingot. It reveals the quality of the ingot along
the longitudinal direction and the strain distribution near the surface of the ingot along this side of
the ingot surface. The orientation of the crystal closest to the beginning of the growth process is
not the same as the rest of the ingot. The quality of the major part of the ingot is good but it
deteriorates in the region closest to the end of the growth process. However, there is a large
twin in the middle part of the ingot. The twin appears curved on the topograph due to the
curvature of the ingot surface. Detailed examination of the topographs reveals that there are
linear and cellular structures distributed at different positions of the ingot. Figure 2 shows
reflection topographs of both A and B surfaces of the same substrate wafer from vendor A.
Figure 3 shows topographs of 3 (11 I)B oriented CdZnTe substrate wafers from vendors A, B,
and C, respectively and LPE HgCdTe films subsequently grown on them by vendor D. These
topographs show that defect structures such as grain boundaries, sub-grain boundaries,
precipitates, and regions with localized lattice rotations, are propagated from the substrate to the
film, providing exact replication into the films grown on these substrates. In addition, cross-
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hatch patterns along all 3 <1 10) directions parallel to the (111) wafer surface are visible only in
the films. Figure 4 shows topograph from focal plane array test articles from vendor D. In
addition to the contrast from the normal device geometry and processing, one topograph shows
an area of subsurface strain concentration which was not revealed by any other technique. This
subsurface defect could have compromised pixel performance in this region of the test array.

1mm

Figure 1. Synchrotron white beam x-ray topograph recorded in Bragg reflection geometry from
an as grown CdZnTe ingot. "T" followed by an arrow indicates that the twin images are shifted
with respect to the matrix image resulting in region with zero diffracted intensity. The arrow
above "g" indicates both the crystal growth direction and the diffraction vector direction. Note
also the linear contrast features, parallel to the twin boundary in the upper right of the image.

b b

A

Figure 2. Synchrotron white beam x-ray topographs recorded in Bragg reflection geometry from

a CdZnTe substrate wafer grown by vendor A. *b" indicates a sub-grain boundary. (a) g = 642,
reflected from the A side of the wafer; (b) g = 642, reflected from the B side of the wafer.
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Figure 3. Synchrotron white beam x-ray topographs recorded in Bra reflection geometry from
CdZnTe substrates and fiom LPE HgCdTe films subsequently grown on the imaged substrates
by vendor D (g - 422). (a) Substrate A from vendor A, (b) 16 p thick film grown on substrate
A; (c) substrate B from vender B, (d) 19 p thick film grown on substrate B; (e) substrate C from
vender C, (f) 19 p thick film grown on substrate C.

2mm

Figure 4. Synchrotroin white beam x-ray topograph recorded in Bragg reflection geometry from
focal plane array test articles from vendor D (g = 311). (a) good device; (b) problem device.
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DISCUSSION

Figure I illustrates the information that can be revealed by imaging the whole ingot before
processing using synchrotron white beam x-ray topography. The relative crystal quality from
different positions of the ingot revealed by this technique can be used to determine which part of
the ingot can be used for slicing wafers to be used as substrates for epitaxial film growth. The
linear contrast observed can be attributed to slip bands activated by thermal stress during the
cooling stage of the growth process. These linear contrast features terminate at the wavy
contrast of cell boundaries as expected for sub-grain boundaries. Knowledge of the spatial
distribution of defects revealed by their corresponding contrast can contribute further to the
strategy of ingot slicing, enabling one to avoid densely defective regions. As a result, better
quality substrate wafers can be sliced, improving yield.

Figure 2 (a) and 2 (b), respectively, were recorded from opposite sides of the same wafer.
The black line contrast in Figure 2 (a) changes to white in Figure 2 (b). This reversal of contrast
is caused by sub-grain boundaries rather than dislocation tangles. The wafer, however, is of iigh
quality. It should also be noted that the mb-grain boundaries do not change their spatial
distribution on progressing through the thickness of the substrate.

Comparison of the 3 topographs recorded from substrates in Figure 3 shows that each
displays an unique distribution of defects. The dominant defects in the .. -;r from vendor A is a
grain boundary crossing the whole wafer. This defect was difficult to r ,lye with optical or IR
microscopes and so was submitted as a test of imaging sensitivity. Tir jefect is easily detected
topographically. The substrate from vendor B contains a dense distribution of highly strained
regions. Prior work on CdTe identified the origin of these locally strained regions to be
precipitates [6]. There is a high probability that this is also true in this CdZnTe wafer. In the
topographic image recorded from the substrate of vendor C, dislocation cell structures,
dislocation slip bands, and large lattice rotations are observed.

The different features presented on the topographs recorded from substrate wafers show
that the crystal growth processes for each vendor are different, resulting in the generation of
different defect types and distributions. This observation has the implication that by comparison
of each of the growth processes, advantages may be combined so that certain types and
distributions of defects can be reduced or even eliminated.

In the topographs in Figure 3 taken from the epilayer surfaces, all show the cross-hatched
contrast features that are 3 fold symmetric. These features are wavy, not straight, when
inspected at high magnification. Further, optical examination of the film surface shows that the
features are not the result of surface terracing. However, their main trends are along the (I0I 0
directions. The contrast is strong when the x-ray penetration depth for the obtained topograph is
very shallow. This suggest that interfacial dislocations are not the source of the contrast. The
contrast does not weaken under extinction conditions for all 3 (1 10> directions parallel to the
wafer surface (11) plane. Therefore, if the contrast is caused by dislocations, the Burgers
vectors of these dislocations are not parallel to the (I 1) wafer surface.

Figure 4 shows topographs of two 68x68 test arrays from vendor D. The linear contrast
features are revealed as a frame with vertical fines. The frame defines the extent of the array
whereas the vertical lines correspond to the pixel spacing. Topographs recorded after turning the
array ninety degree about its surface normal reveals the spacing in the horizontal direction. In
Figure 4(a) the contrast is seen to be uniform suggesting an absence of defects. Figure 4(b)
however shows a defect in the *frame* at the lower left and in the pixel area at the upper right.
Optical microscopy showed that the frame defect was actually a flaw in the terraced epilayer, but
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did not reveal the flaw within the pixels. UP microscopy also failed to reveal this defect,
suggesting that the synchrotron white beam x-ray topography revealed a subsurface defect which
was otherwise unobsevable.

CONCLUSIONS

We have demonstrated that the unique features of synchrotron white beam x-ray
topography can be useflly adapted to specifcaly cJaracterize IR detector manuflicturng
processes. The techniques developed can be used to examine whole single crystal ingots to
understand the growth process and improve the yield of the substrate slicing and also the quality
of the sliced substrate wafers. The technique can also be used to non-destructively reveal defect
types and distributions in the substrate wafers, serving as a substrate screening or a process
model validation tool. It can also be used as a quality control tool to examine epitaxial thin films.
Finally it can be used to reveal flaws introduced at the device processing stages and reveal
problems in focal plane array test articles otherwise unobservable.
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ULTRA.SMOOTH DRY ETCHING OF GaAs USING

A HYDROGEN PLASMA PRETREATMENT
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DiRUBIO*, R. S. FREUND", AND R. C. WETZEL**
*Sandia National Laboratries, MS 0603, Albuquerque, NM 87185-0603
**AT&T Bell Laboratories, 6300 Mountain Avenue, Murray Hill, NJ 07974

ABSTRACT

We have attained extremely smooth etched surfaces on GaAs using a hydrogen plasma
pretreatment before etching. The resultant morphology exhibits smooth surfaces since the etching
proceeds uniformly through the GaAs without micromasking effects arising from a nonuniform
surface oxide. We report the effects of hydrogen plasma treatments before RIE of GaAs in two
different reactors using a SiCI4 plasma. Optimization of H2 plasma pretreatments has produced
improvements in RMS roughness greater than 1 order of magnitude (22.4 to 1.51 nm).

INTRODUCTION

Typically at the start of reactive ion etching (RIE), there is an initiation period during which no
GaAs etching occurs. Only after penetration of the native oxides on the surface will etching begin.
Moreover, even with a short initiation period, micromasking effects due to nonuniform oxide
thickness can lead to a roughening of the etched surface. Therefore, removing the native oxide
before RIE should lead to greater process control and uniformity, as well as insuring a smooth
etched surface necessary for epitaxial regrowth or uniform metal contacts.

Hydrogen plasmas have been previously shown to selectively remove native oxides from
GaAs [1-31. We have used a hydrogen plasma treatment before dry etching to remove the surface
oxides. We discuss the effects of a hydrogen plasma pretreatment before etching with a SiCI4
plasma; the GaAs surface roughness is characterized using scanning electron microscopy and
atomic force microscopy.

EXPERIMENTAL

The GaAs wafers used in this study are two inch diameter semi-insulating substrates. The
photoresist etch mask is approximately 1.4 ptm thick AZ-5214.with circular mesa features ranging
in diameter from 4 to 32 gim on 250 gm pitch. The samples are 1 cm2 to minimize loading
effects. The etched surface morphology is quantified using a Digital Instruments atomic force
microscope (AFM) operating in air in contact mode. The data is reported as RMS surface
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roughness which represents the standard deviation of the roughness values within a 2500 Pam2

RIE etches were performed at Sandia National Laboratories, Albuquerque (SNL) and AT&T
Bell Laboratories, Murray Hill (AT&T) to evaluate the effect of a H2 plasma Pretreatment on
GaAs etching. The SNL RIE reactor is a non-load-locked 13.56 MHz rf-powered parallel plate
Semi-Group RIE system. The lower electrode is 30.5 cm in diameter with an interelectrode
spacing of approximately 3.8 cm. Samples were also etched at AT&T in a 13.56 MHz rf-powered
parallel plate Oxford PlasmaLab RIE system with a lower electrode diameter of 16.8 cm and
separation of 5.0 cm. The AT&T RE chamber was enclosed with a glove box filled with dry N2
to reduce H20 in the system. In both reactors samples were attached to a quartz plate, which
completely covered the lower electrode, with thermal paste to ensure good thermal conduction.
Inmediately before loading, the samples were subjected to a 30 sec NH4OH:DI H20 (1:20) rinse.

Nominally matching plasma conditions between the two RE systems did not yield similar
etch results; therefore power densities were optimized for each reactor while the pressures and
flow rates were held constant for both the H2 and SiCL4 plasmas. In the SNL RIE, the H2

plasmas were run at 335 mW/cm 2 and the SiCI4 plasma etches were run at 80 mW/cm2. The
AT&T H2 plasma was optimized at 320 mW/cm 2 and the SiCl4 plasma was run at 160
mW/cm2 . Temperature was maintained at 00C and 500C in the SNL reactor and -160C and 500C
in the AT&T reactor. All pretreatment and etch experiments were run at 20 sccm H 2 flow rate at a
pressure of 20 mTorr and 10 sccm SiCl4 flow rate at a pressure of 5 mTorr.

RESULTS AND DISCUSSION

A. Etch Rates and Profiles

The GaAs etch rates for the SNL reactor are 250 nm/min at 0PC and 300 nm/mn at 50'C.
The higher etch rate at 50*C may be due to increased volatility of the etch products and improved
H20 removal from the chamber at higher temperatures. In the AT&T reactor the etch rates are
110 nm/min at -160C and 135 nm/min at 50*C. Comparing the SNL and AT&T etch rate data
shows a much faster etch in the SNL reactor. This is surprising since the SNL reactor is run at
one-half the plasma power density of the AT&T reactor and may be attributed to differences
between the two reactors.

GaAs features etched in the SNL reactor are anisotropic independent of temperature and of
exposure to the H2 plasma pretreatment (Figure Ia). However, GaAs etching in the AT&T
reactor shows a significant widening at the base of the mesa feature at 50C and no H2
pretreatment (Figure Ib). This profile may be due to reflow of resist at higher temperature and
higher incident power density from the plasma since the AT&T plasma power density is a factor
of 2 greater than that used in the SNL reactor. Also, since the GaAs etch rate in the AT&T reactor
is almost a factor of 3 slower than that in the SNL reactor, longer exposure times are necessary to
etch to similar depths and may change the resist profile. The profile appears much more
anisotropic with a H2 plasma pretreatment suggesting the H2 plasma interacts with the resist to
enhance the anisotropy of the GaAs etch (Figure Ic). Low temperature (-16 0C) etching in the
AT&T reactor is highly anisotropic independent of the H2 pretreatment (Figure Id) presumably
due to the lack of resist reflow at the lower temperature.
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a b
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Figure 1: SEM micrographs of GaAs etched in SiCI4 plasma (a) in the SNL reactor at 500C
without H2 plasma exposure (0.75 pm deep), (b) in the AT&T reactor at 500C without H2
exposure (1.7 pam deep), (c) in the AT&T reactor at 50'C with 2 minutes of H2 plasma
exposure (1.1 pm deep), and (d) in the AT&T reactor at -16*C without H2 exposure (1.0 gm
deep).

B. Surface MoMholoev

AFM images for surfaces etched in SiCI4 are taken and analyzed for RMS roughness. The
SNL and AT&T RMS data is shown in Figures 2 and 3, respectively. A patterned, unetched
sample has an RMS roughness value of 0.628 nm. In Figure 2, the GaAs samples etched at SNL
at 00C and 50*C show a decrease in RMS roughness as the H2 exposure is increased to 4 minutes;
a slight increase in RMS rouglness occurs as the exposure time is increased to 10 minutes. At
both 00C and 50*C, the optimum surface morphology occurs after 4 minutes of H2 pretreatment.
The rough etched surface observed at 0°C and I minute H2 exposure is probably due to
incomplete removal of the native oxide, which causes micromasking effects during the SiCI4
plasma etch. As the H2 exposure time is increased, the oxide is more uniformly removed
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Figure 2: RMS roughness as a function of H2 plasma exposure time for samples etched in the
SNL reactor at (0C and 5(C.

and the RMS roughness improves from 22.4 nm at I minute H2 exposure to 1.51 nm at 4
minutes H2 exposure. Without exposure to the H2 plasma at WC, GaAs etching does not occur in
a 80 mW/cm 2 SiCI4 plasma. However, GaAs etching is achieved when the power density is
increased to 160 mW/cm 2 with an RMS roughness of 1.34 nm. This implies that at 80 mW/cm 2 ,
the SiCI4 plasma cannot penetrate the native oxide and initiate GaAs etching. At 50°C, the surface
morphologies are relatively smooth regardless of the H2 exposure time; however, the RMS
roughness improves from 3.47 nm without H2 exposure to 1.29 nm with 4 minutes H2 exposure.
We also note that the GaAs etches at 50*C without exposure to a H2 plasma. The elevated
temperatures may enhance the volatility of the etch products as well as H20 removal from the
chamber, thereby uniformly removing the native oxide during the SiCI4 etch.

A similar trend is observed for GaAs etching at AT&T. In Figure 3, we observe an
improvement in the etched surface morphology with the addition of the H2 plasma pretreatment.
At both -16*C and 5(PC the optimum surface morphology is observed after a 2 minute H2
exposure. Low temperature etching yields very smooth GaAs surfaces independent of the H2
pretreatment. The surface morphology improves slightly from 0.986 nm without H2 exposure to
0.907 nm with a 2 minute exposure. Comparing the low temperature etching at SNL and AT&T,
we find significant improvement of the surface morphology in the AT&T reactor at low H2
plasma exposures. We believe the smoother surfaces obtained in the AT&T etches are due to the
effect of the dry N2 glove box which lowers the H20 concentration in the chamber and minimizes
its effect on removal of the native oxide and GaAs etching. However, the surface morphologies
become similar as the H2 exposure is increased to 4 minutes. The roughest surface morphology
in the AT&T reactor occurs without H2 exposure at 50*C. The RMS roughness data is more than
an order of magnitude greater than that for the low temperature AT&T etch without H2 exposure.
The smoother surface morphology at low temperature may be due to a lower chemical component
of the etch mechanism at -160C. Comparing the high temperature etching at SNL and AT&T, we
see the AT&T RMS roughness is three times greater than the SNL roughness without H2
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Figure 3: RMS roughness as a function of H2 plasma exposure time for samples etched in the
AT&T reactor at -16*C and 50*C.

exposure. Since the effect of the glove box is minimized at high temperatures due to lower H20
concentrations in the chamber, the higher power density in the AT&T etch may cause the rougher
surfaces. Under all etch conditions studied, the surface morphology seen in the two reactors tends
to converge as the H2 exposure is increased.

Several trends can be deduced from this study. First, transferring processes from one reactor
to another is difficult. We have observed significant variations in the etch characteristics using
"identical" processes in the two reactors. Many of these variations can be attributed to the fact that
the AT&T reactor incorporates a dry N2 glove box which minimizes the H20 concentration in the
chamber and permits more uniform removal of the native oxide and smooth GaAs etching.
Additionally, differences in interelectrode spacing may effect the ion bombardment energies in the
plasma and cause differences in etch characteristics. Etch variations may also be due to differences
in thermal contact of the samples to the lower electrode. Second, under all conditions studied we
have observed an improvement in the GaAs etched surface morphology with the addition of a H2
plasma pretreatment. The surface morphologies are similar independent of reactor or temperature
as the H2 exposure time is optimized (2 to 4 minutes in this study). We believe that the slight
increase in surface roughness with increasing H2 exposure is due to an interaction between the H2
and the photomask leading to micromasking effects. Also, changing the power density of the H2
plasma from 335 to 165 mW/cm 2 has virtually no effect on the surface morphology of the GaAs
etched surfaces suggesting a robust process window for the H2 pretreatment.

CONCLUSIONS

H2 pretreatment for 2 to 4 minutes yields a smoother etch morphology and reproducible etch
characteristics for SiCl4 etching of GaAs in two different RIE reactors. Attempts to transfer
processes between the two different chambers was not straightforward. However, a H2 plasma
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pretreatment results in improved surface morphology, as quantified with AFM, in both reactors.

The H2 plasma selectively removes the native oxide on GaAs before RIE, resulting in an etch
morphology which exhibits significantly less surface roughness since the etching can proceed
uniformly through the GaAs.
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SIMULATION OF DRY ETCHING PROCESSES FOR lll-V
COMPOUNDS TECHNOLOGY APPLICATIONS.

K.Ketata, S.Koumetz, M.Ketata, R.Debrie; LCIA-INSA de Rouen, Place Emile Blondel,
76131 Mont Saint Aignan, France.

ABSTRACT

This work introduces a new dry etching simulation technique of the sputtering component of
Reactive Ion Etching (R.I.E ) and presents experimental verifications for GaAs. The final objective
is to correlate the etch rate to the plasma reactor parameters, which can be incorporated into a

computer-simulation program

I. INTRODUCTION.

The actual simulators use the geometrical model of the etching when it define the etch rate,
etch time, anisotropic yield to obtain the etch profil [I]. But there is important need to have the
functional dependence between the etch rate and the physical conditions of R.IE.

The etch rate of R.I E. is frequently presented as the sum of physical and chemical
components [2]. Our work is based on the same supposition.

The aim of our research is to establish the relation between the etching rate and the physical
parameters which characterize the experimental conditions of R.I.E

I1. EXPERIMENT.

The measurements were carried out on the reactor IBE. VEECO3 Microetch System and
on the reactor R.IE. NEI IOA of NEXTRAL (where the plasma is generated by application of RF
power at 13.56 MHz).

Il. RESULTS AND DISCUSSION.

First, we have tried to formalise the physical component of the R.I.E. which represents the
sputter etching component.

The etch rate R(O) could be found directly from the sputtering yield S(e) [3]:

R,(0) = 9.6-10 2s. - cosO (
n

where n is the atomic density of target material (atom /cm'), J is the current density of the ionic
incident flux (mA /cm 2 ), 0 is the angle of incidence (0 = 00 at normal incidence),The etch rate is

given in A/mn always in this work.
The sputtering yield dependence on the angle of incidence is given by

S(2)=-*- m,-m -2 (Cos0)- (2)
1(m,+m U.)

according to the sputtering theory of Sigmund [4]. Here, a is a factor depending on the mpss ratio
m.n/mi, U, surface binding energy, m, mass of ion, m. mass of target atom, E energy of the
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5
incident particle (ion kinetic energy), f factor depending on the mass ratio: f = - for

3

10-'< m I<3andf=1 for m- 10 [4].m, mi

11I.I. Ion Beam Etching (I.B.E.).

Considering the apparent analogy between the physical component of RIE. and the IBE.
we have started by establishing a theoretical approach using IBE.

The etch rate of GaAs for different angles of incidence have been measured after IRE.
using incident argon ions of 500 eV,and current density of 0.5 mA / cm2

0

12 Etch rate R(O) [A / inn] L B. E.
.... I GaAs (Ar)

0-10 (b) 40E = 500eV

a) ) Exermeta cur.e

As0shon~i l th~ey(c)d aJ 0.5 mA / cre t

800.

200-

l c Angle of incidence fo* h

0 F /0t 0 30 n 0  50 te 7st n 80 90

Fig. . Etch rate of GaAs as a function of the ion beam incidence angle 0.a) Experimental curve-

b) Theoretical curve (sputerring yield f I ccording to Sigmund).
c) Theoretical curve (sputerring yield according to String model).

As shown in Fig. L .a the sputtering yield increases with 0. This increase is related to the
longer path of the bombarding ions, which permits to more excited atoms to escape from the
surface. For 0 greater than a critical angle 0, (0 c = 35' ) the sputeing yield decreases as 0
increases because ion reflection increases.

Th'e sputtering yield for the I.B.E. of GaAs by the bombarding argon ions of 500 eV and
the current density of 0.5 mA /CM 2 according to (2) is given by:

S(0)- 0.8-(Cos0)-' 61 (3)

where (z is equal to 0.25 according to [4], m, = 40a.m.u., m, = 70a.m.u. and U, = 10 eV [5].
So S-- 0.8 for the normal incidence.
The etch rate in general case according to (1) is:

R(0)=2.9.102
1_,_J. m,.m. E (cos0)I-' (4)

n (mi+m.)2 U.
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Where R(O) 911 (cos 0)- "7(5)

in the case of the GaAs milling by the argon ions.
The curve corresponding to eq.(5) for the angles of incidence 0:5 0, is shown in Fig. 1.b.
The "String Model" included in the simulator SAMPLE [6] gives for the sputtering yield the

following formula:

s(O) = .. (A.coO+ B-cos'O+ C.co'0) (6)
n

where So, A, B and C characterize the sputtering yield of the material to be etched, n is the atomic
layer density and 0 ion flux.

The expression (6) permits to determine the etch rate (1):

R(6) 6- 10* - - !.S..(A. cos20 + B-cos O + C. cos' 0) (7)

For the case of GaAs argon milling (J = 0.5 mA /cm 2, E = 500 eV) we have:

R(0) = S. 10 - ' S..(A" coszO + B" cos' + C. cos' ) (8)

The experimental curve (Fig. I.a) permits to evaluate S. at about 10'
The expression (8) gives the curve shown in Fig. I .c. We have used the values given by the

etch simulateur SILVACO [7]: A = 6.7702, B = -6.1548 and C = 0.3846.
The advantage of the formula (6) for the sputtering yield is the possibility to have the

approach of etch rate in the case of IBE. for all the angles of incidence of ion beam

111.2. Reactive Ion Etching.

The next step is the modeling of the physical component of the R.I.E.
To take into account only the physical component the R.IE. of GaAs has been performed

in SF6 plasma.
The etch rate for the normal incidence of the ion beam on the surface of the wafer according

to (I) is:
R = 9.6 -1030 - I -_..S (9)

n

(where the values of the parameters are in unity of S.I.). It is the case of the physical component of
the R.I.E. where the ions are accelerated in the cathodic plasma sheath in the perpendicular
direction to the surface.

The current density of the ions emitted from the plasma to the sheath could be determined
from the formula of Child - Langmuir [8]:

=4-F.o /2e/ Vt
.,

J ( M(2)'.V (10)

where V is the voltage across sheath. V = V, (self-bias voltage).

The plasma sheath thickness 5 could be found from the empirical expression [9]:

B=K,.P 2 (11)
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where K, is a constant whose value is dependent on the type of the plasma.
For the SF, plasma, the SF; and SFts positive ions represent about 90% of the total ion

current [10], so K. value for a mean mass of SF* and S,s ions (m, = 108,1.66.10- " kg) is:
I I

K, - 0.04 cm- Tort- - 4.6.10-Jm - Pa2 according to [9].
For exemple, the sheath thickness for 60 mTort is: B = 0.16cm.
It is possible to find the self-bias voltage from the following empirical formula [ I I ]:

I-P

V. =C.e "  (12)

where P is the pressure of the gas, W RF power, C and a constants.
This formula has been verified with our curves (the error does not exceed 4%) for the self-

bias voltage as a function of the pressure (Fig.2):

300 Self-bias voltage Val[V]. Plasma SF,

250-

200 100W

150. 75 W

100-so

50 25W

0 + I PressueP [mT1
0 10 20 30 40 50 60 70 80 90 100

Fig.2. The self-bias voltage as a function of the pressure in the reactor for
the different RF powers.

From these curves we can determine C and a. For SOW power we found a - -3.6 and C 213.
The expressions (10), (11), (12) permit to determine the ion current density in the case of the
R.I.E. in SF, plasma at 60mTorr (8 Pa) pressure and the 50W RF power: J = 0.27 mA /cm 2 .

The positif ions bombarding the wafer surface collect their energy in the cathodic sheath
electric field:

E = e-V -e- V, (13)

The sputtering yield for the normal incidence of the ion beam in the case of the GaAs RIE.
in SF, plasma according to (2) is: S - 0.17atom/ion with a = 0.2 [4], m. - 70-1.66- 10- 27kg,
U0 = 10- 1.6. 10-"J, W = 50 W and P = 8 Pa.

The expressions (1), (2), (10), (11), (12) and (13) lead to'the general formula for the
sputtering component of R.IE. rate as function of the physical parameters (in SI. system) which
characterize the etch conditions:

2.5---PR, =1.10 .- (1P'4)'" C s '

K.-U..n.(m,+m.) (14)

474



The etch rate as a function of the pressure for R.IE. of the GaAs in SF, plasma at
W = 5OW is then:

R, 52.Pe - ' (15)
We have:

R, 7. P -e-°'  (16)

if pressure is expressed in roT.
The expression (16) gives the curve shown in Fig. 3.b:

0
200" Etch rate R [A /mn IL L E.
180- GaAs (SF6)
160. (c) Discharge power: 50W
140 Flow rate: 10 sccm
120-

100-(b
80-
60.

40.-
20-

Pressure P [mTl
20 40 60 80 100 120 140 160 180

Fig.3. Etch rate of the GaAs in SF plasma at 5OW power and l0sccm flow rate.
a) Experimental curve.
b) Theoretical curve (sputtering yield according to Sigmund).
c) Theoretical curve (sputtering yield according to String model).

At a given power input, when the pressure decreases, the ionisation yield decreases so the
impedance of plasma increases. Thus the applied potentiel raises and the self-bias voltage increases
(Fig.2). But the self-bias voltage accelerates the ions in plasma sheath so etch rate raises.
The sputtering yield for the normal incidence of the ion beam according to eq.(6) is:

S = en s. . (17)
e'n

The expressions (9), (10), (11), (12) and (17) give the general formula for the physicalcomponent of R.I.E. rate:

j..p3 1017 C".P 2 -e -

n • K4. -mi

In the case of the etching of GaAs in SF6 plasma at 50W power the etch rate is:

R, = 0.3"P2 " e-CO' (19)

where the pressure is expressed in mT.
The expression (19) gives the curve shown in Fig.3.c. The etch rate decreases when the pressure
decreases from the certain threshold for the theoretical curves. The same drop has been observed
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experimentally for a pressures below 10 mTorr [12] which may be due to a reduction in etchant
concentration. We did not observe this drop because of the instable plasma below 20 mTorr
(Fig. 3.a.). The difference between the theoretical and experimental curves is cetainly due to
effects not taken into account in our approach (for example, flow rate, temperature, distance
between the electrodes, etching surface etc.).

IV. CONCLUSIONS.

The theoretical approach of the physical component of the Reactive Ion Etching could help
us to evaluate the etch rate as a function of the gas pressure, discharge power, plasma ion mass,
material atom mass (their concentration and surface binding energy) and of the mass ratio
m. / in. We hope to obtain the expression for the chemical etch rate also despite complexity of
the chemical reactions at the time of the etching and, consequently, to find the complete
theoretical approach of the Reactive Ion Etching.
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ABSTRACT

Reactive ion etching of GaN grown by electron-cyclotron-resonance, mi-
crowave plasma-assisted molecular beam epitaxy on (0001) sapphire sub-
strates was investigated. A variety of reactive and inert gases such as CC12F2,
SF,, CF4 , H2/CH 4 mixtures, CF 3Br, CF 3 Br/Argon mixtures and Ar were
investigated. From these studies we conclude that of the halogen radicals
investigated, Cl and Br etch GaN more effectively than F. The etching rate
was found to increase with decreasing pressure at a constant cathode voltage,
a result attributed to larger mean free path of the reactive species.

INTRODUCTION

The family of refractory nitrides (InN, GaN, AIN), their solid solutions
and heterojunctions are one of the most promising families of electronic ma-
terials. All three binary compounds are direct bandgap semiconductors with
energy gaps covering the region from 1.95eV (InN) and 3.4eV (GaN) to
6.28eV (AIN). These materials should find applications in optical devices
(LED's lasers, detectors) operating in the green-blue-UV parts of the elec-
tromagnetic spectrum. Due to their unique physical properties, the materials
are also expected to find applications in high temperature, high power, and
high frequency electronic devices. However, the fabrication of such devices
requires the development of a number of device processing techniques, in-
cluding reactive ion etching.

There are limited reports in the literature regarding etching of GaN [1-41.
Pankove [1] reported that GaN dissolves in hot alkali solutions at very slow
rates, and thus, wet etching is not practical for this strongly bonded material.
Foresi [2] reported the reactive ion etching of GaN grown on the R-plane of

sapphire using CC12F2, and Adesida [3] reported the etching of GaN using
SiC14. Pearton [4 investigated ECR microwave discharges for the etching of
GaN, InN aad AIN.

In this paper we report on reactive ion etching studies of GaN grown on
(0001) sapphire substrates using a variety of reactive and inert gases. The
effect of plasma parameters on etch rate, morphology and selectivity were
investigated.
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EXPERIMENTAL METHODS

The GaN films were grown onto (0001) sapphire substrates by the method
of electron-cyclotron- resonance microwave plasma-assisted molecular beam
epitaxy (ECR-MBE) using a two temperature step growth process [5,6]. In
this method a GaN buffer is grown first at low temperature (500 0C) and the
rest of the film ;s grown at higher temperatures. This process was shown
[5,6] to lead to .nigh lateral growth rate resulting in a layer by layer growth.
The films have the wurtzite structure with the c-axis perpendicular to the
substrate. Although the films were not intentionally doped they were found
to be n-type with carrier concentrations in the order of 101Scm - , due pre-
sumably to nitrogen vacancies.

The ion etching of the GaN films was carried out in a parallel plate reactor
supplied with 13.5 MHz RF power. Various patterns were formed on the top
of the GaN films with AZ 1350 J photoresist. Various reactive and inert
gases were employed. The depth of the profile of the etches was determined
by a profilometer or by directly measuring the thickness by a cross-sectional
SEM image. The quality of the etch morphology was also assessed by SEM
imaging.

EXPERIMENTAL RESULTS AND DISCUSSION

First the etching rate from different reactive and inert gases was investi-
gated. To compare the results the etching was carried out at the same gas
pressure (1 linT) and the same cathode voltage (600V). The results are listed
in Table I.

Table I. Etching rates of GaN (11nT and 600V cathode voltage.)

Gas Etching Rate (A/min)
CCI2F, 185
CF 3Br 150

CF 3Br/Ar (3:1) 200
CF4  120
SF6  100

H2/CH 4 (2:1) 30
Ar 65

From these results it is apparent that F is a less efficient etchant of GaN
than the other halogen radicals Cl and Br. Etching by hydrogen radicals
and physical sputtering are even less efficient processes. Nevertheless, the
mixture of a certain percentage of Ar in CF 3 Br improves the etching rate of
the reactive gas.

The effect of gas pressure on the etching rate of GaN was investigated by
using CF 3Br/Ar (3:1) and a constant cathode voltage of 600V. The results

are shown in Figure 1.
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Fig. 1 Etch rate of GaN vs. the pressure of CF3Br/Ar (3:1) at a constant cathode

bias of 600V.

The higher etching rate at lower pressures suggests that the limiting step in

the etching process is the mean free path of the halogen radicals. A typical

etching profile obtained at 11mT of CF 3Br/Ar (3:1) and 600V of cathode

voltage is shown in Figure 2.

Fig. 2 A typical etch profile of GaN using CF 3Br/Ar (3:1) made under conditions

described in the text.

We observed that the pyramidal features in the etching pattern are not

present when etching was carried out at 5mT. By measuring the thickness of

the photoresist prior to and after etching the selectivity at 5mT was found

to be greater than 3:1 GaN to photoresist.
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CONCLUSIONS

We report on reactive ion etching of GaN grown onto (0001) sapphire.
Various reactive and inert gases were employed from which it was found
that Ci and Br etch GaN more effectively than F. The effects of plasma
parameters on etch rate and surface morphology were investigated using a
CF 3Br/Ar mixture in a 3:1 ratio. Etch rate and surface morphology were
found to improve at lower plasma pressure, resulting in an etch rate in excess
of 400 A/min at 4.2 mT.
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ABSTRACT

The effects of SF6 and NF, gas plasma treatments, and succesive rapid thermal anneal
(RTA) treatment for the recovery of modified silicon surface due to CHF/C 2F6 plasma have
been investigated using X-ray photoelectron spectroscopy (XPS) and secondary ion mass
spectrometry (SIMS).

XPS analyses have revealed that NF, and SF, plasma treatments are effective for the re-
moval of residue layer. SIMS results show that penetrated impurities in the contaminated sili-
con substrate reduce through the additional RTA treatment. The effects of NF3 , SF6 plasmas,
and additional RTA treatments for the recovery of reactive ion etched silicon surface has
been also studied by measuring the electrical performance of the silicon devices.

INTRODUCTION

Reactive ion etching (RIE) of silicon dioxide on silicon using fluorocarbon plasma is wide-
ly applied to the production of very large scale integrated(VLSI) devices. But RIE is known to
induce the chemical and physical modifications on the exposed materials. The modifications
include structural damage such as displaced substrate atoms, penetration of plasma constitu-
ents, and deposition of involatile materials. These modifications are inevitable in RIE and
the modified surface will degrade the performance of devices fabricated on that surface[I-3].
Surface modifications have increasingly critical issues in the semiconductor industry, as the
critical feature size of integrated circuit shrinks down under submicron values. Therefore, the
effects of various fluorocarbon plasmas on the silicon surface and the removal of undesirable
side effects have been studied in recent years[4,5]. In this study, recovery of contaminated
silicon surface has been examined using SF6 and NF3 plasmas, and ex-situ RTA treatments.
And electrical properties such as p*- metal contact resistance and PtSi/n-type Schottky barri-
er height have been given.

EXPERIMENTAL

The substrate used in this study was B-doped, Si(100) wafers of 0.85-1.15 ohm-cm in re-
sistivity. The typical RIE process and the preparation of the samples used in this study was
described elsewhere[6]. NF3 and SF6 plasma treatments were carried out after RIE us-
ing Applied Materials Precision 5000 system. These plasma treatments were carried out
with the conditions of 10 mTorr, 50 watts, and 20 sccm for 10 seconds. After the plasma
treatments, the samples were successively immersed in H2SO4/H202 (4/1) and in
1/100 HF as an additional wet cleaning. RTA treatments were carried out to analyze the ef-
fect of RTA treatment on the reactive ion etched silicon. The process condition was 700 °C, 1
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minute with nitrogen atmosphere The XPS analyses were performed with a V.G.
Scientific ESCALAB 200R spectrometer using Mg ka(1253.6 eV) operating at 250 W
radiation. Narrow scan spectra of all regions of interest were recorded with 20 eV
pass energy. The SIMS results were obtained using oxygen ion as sputterin, sources. For
revolution of the electrical properties through post etch treatments, Kelvin test pattern was
prepared. Contact resistances of p*-metal were measured at the current of 2 mA. PtSi/n-type
Si Schottky barrier diodes were also made to measure the change of barrier height after vari-
ous post etch treatment. The silicon wafers having 3 - 6 ohm-cm in resistivity were used to
make Schottky diodes. After the Pt deposition on the silicon, the sample was sintered at N/I-I2
ambient for platinum silicide formation. The sintering was carried out at 460 *C for 30 minute.

RESULTS AND DISCUSSION

CHFJ/CF 6 plasma exposure during RIE process introduces silicon surface modification
such as several run thick residue layer of fluorocarbon polymer on the silicon and contam-
inated silicon layer with carbon and fluorine[6]. Figure I represents the change of atomic per-
cent after various post etch treatments. This figure shows that relative C and F atomic
percents of residue layer decrease with SF6 or NF, plasma exposure and successive wet clean
while Si atomic percent dramatically increases. The increase of Si atomic percent means that
the thickness of residue layer decreases. After RTA and wet clean, the fluorine decreased to
the detectable amount by XPS even though the carbon remains almost same. The decrease of
fluorine after the RTA and wet clean seems to be from the evaporation of fluorine due to the
thermal decomposition of fluorocarbon during the RTA treatment. The changes of C Is

so C CFx C-F

c-si [ C-F

4,

60 /E
.- /

40 / RIE/SFwet

.. .......
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RiEd RIEd SF, SF, NF, NF, 275 280 285 290 295 300 305/wet /wct/RTA /wet /RTA

/'t /Wet Binding Energy / eV

Fig. I The change of atomic percent Fig. 2 The changes of C Is spectra
on the RIEd silicon surface after post etch treatments
after various post etch treatments using SF6 plasma
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spectra after RIE, SF 6 plasma/wet clean, and SF6 plasma/RTA/wet clean are shown in figure 2,
respectively. From the figure, the decrease of C-CFx(x<3) and C-Fy(y'1, 2, 3) bonds along
with the increase of C-C/H bond can be seen after the SF6 plasma/wet clean treatment.
C-CFx(x<3) and C-Fy(y'-l, 2, 3) bonds are easily removed with the SF6 plasma treatment
even though small amount of them still remain on the surface. But the amount of C-C/H bond
increases after SF6 plasma exposure. This means that through the decomposition of fluorocar-
bon residue layer, carbon remains on the silicon surface and fluorine evaporates. With the
successive RTA and wet cleaning treatments, as shown in figure 2, the remaining C-CFx and
C-Fy bonds after SF, plasma treatment decrease further down to negligible amount. Also, no
F Is peak was found after RTA and wet clean. Therefore, SF6 plasma treatment followed by
RTA treatment is an effective method to remove the residue layer on reactive ion etched sili-
con. Figure 3 shows the photoelectron spectra of C Is obtained after NF3 plasma treatment. As
a comparison, the C Is peaks after reactive ion etching and the SF6 plasma treatment are
shown together. As shown in the figure, no C-CFx and C-Fy bonds exist with NF3 treated
sample while small amount of C-CFx and C-Fy bonds still remains on the silicon surface with
SF, plasma treated sample. This indicates that the NF3 plasma treatment can be more effective
than SF 6 plasma treatment for the removal of residue layer. Figure 4 represents photoelectron
spectra of F Is peaks obtained after RIE, NF3/wet clean treatment, and NF 3/RTA/wet cleaning
treatment, respectively. After NF, treatment, all of the constituents for the fluorine bonds such
as F-Si, F-O, and F-C are reduced while relative contributions of F-Si and F-O bonds to fluo-
rine peak increase. Also FWHM(full width half maximum) of F-C bond increases. This means
that F-C bonds are loosened through the above treatemnts. These loose F-C bonds are ap-
peared to be easily removed by the successive RTA and wet cleaning treatments as shown in
figure 2. With SF6 plasma treated sample, F-C and F-O bonds are mainly detected, and the in-
crease of FWHM for F-C bond is also observed. These bonds can be also easily removed by
successive RTA treatment at 700 *C. Figure 5 shows that the fluorine depth profiles using
SIMS for RTA treated samples at 700 *C after SF6 and NF3 plasma exposure. Compared to the

C-CFx C-F, F-C

C-Si r , C-F F-Si

RIE F-0
RIE

I I I I I 1 I

275 280 285 290 295 300 305 ,I I I i 

Binding Energy / eV 680 684 688 692 696
Binding Energy / eV

Fig, 3 The comparison of C Is spectra Fig. 4 The changes ofF Is spectra

after wet clean of SF6 and NF3 after post etch treatments
plasma treatments using NF3 plasma
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reactive ion etched sample, fluorine secondary ion counts after SF6 or NF3 plasmas/wet clean
decrease. These seem to be due to etching of contaminated silicon. With additional RTA/wet
clean after SF or NF3 plasma exposure, fluorine also decreases. It can be explained by the
out-diffusion of fluorine. And carbon also shows the same phenomenon. From this it can be
said that low temperature RTA treatments for removal of impurities in si!icon is possible.
Figure 6 represents the reverse leakage current densities(A/cm'Xa) and barrier heights(eV)(b)
of PtSi/n-type Si Schottky barrier diodes. The barrier height was calculated from the reverse
leakage current by assuming the thermionic emission model for current transport[7]. This fig-
ure shows that the reverse leakage current is decreased and the barrier height is increased with
post etch treatments. Barrier height of REd sample is lower than that of control sample, that
is, 0.84 eV. The difference of barrier heights between RIEd and control samples is about 0.15
eV. The decrease of barrier height indicates the increase of surface energy state generated by
disruption of crystal lattice at the interface between PtSi and n-type silicon[8]. The etch rates
of n polysilicon with SF6 and NF3 plasma exposure are 105 nm/minute and 120 nm/minute,
respectively. These indicate that during the plasma treatments silicon was etched less than
about 15 nm. Therefore the increase of barrier height and the decrease of reverse leakage
current with the SF6 or NF3 plasma exposure may be induced from the removal of the contam-
inated silicon layer. But, the barrier heights after NF, or SF6 plasma/wet treatments were 0.718
- 0.727 eV. This means thatthe contaminated silicon layer is still remained. And the barrier
heights of silicon with successive RTA/wet treated samples increase to 0.761 - 0.771 eV. This
may be due to the recovery of modified Si surface after successive RTA treatment. As a re-
sult, RTA treatment is effective to recovery of modified silicon surface. Figure 7 shows the
contact resistance(Rc) measured on the Kelvin pattern after various post etch treatments. It
is found that the Rc changes with post etch treatments, such as SF6 plasma/wet clean and SF6

100l0'
A: R|Ed

B : SF, plasma/wet clean
C : NF, plasma/wet
D: SF, plasma/RTA/wet clean 

S106 E NF, plama/RTA/w e clean

o

- C

.00

024 810 214RIEd SF. SF, NP, NP,0 0 2 4 6 8 to 12 14 /wet twet /RTA /wet /RTA
Depth(x 100 angstroms) "'a /wet

Fig. 5 Fluorine depth profile changes Fig. 6 The changes of contact resistance
after various post etch treatments after various post etch treatments
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plasma/RTA/wet clean. These electrical characteristics were measured for contact having a
hole size of 1.2 x 1.2 um2. Prior to this work, the thickness and composition change of residue
layer with the size of open area were checked with a scanning Auger microscopy. The thick-
ness and composition change of residue layer were not detected even though contact hole size
was reduced to I x 1 un' in size from 100 x 100 um ,-e results mean that the appearence
of residue layer in the 1.2 x 1.2 um2 contact hole seem to be similar to that extracted from
ESCA analyses for the residue layer in wide area. Rc of the samples with NF3 or SF6 plasma
treatment followed by wet cleaning is abruptly decreased compared to that of photoresist
stripped sample using wet process. These decreases of Rc can be explained by the effective
removal of residue layer on the silicon with SF6 or NF3 plasma exposure. Avtcrage Rc of SF6
plasma treated sample is a little lower than that of NF3 plasma exposed sample. Meanwhile it
was found that the distribution of Rc in the NF3 treated sample was wider than that of SF6
plasma treated sample. Rc decreases with RTA/wet clean treatment after NF3 or SF6 plasma
exposure. Rc of NF3 plasma treated sample is similar to that of SF6 treated sample after the
following RTA/wet clean treatment. Compared to figure 6, decrease of Rc with RTA treat-
ment may result from the recovery of modified silicon surface.

CONCLUSIONS

Using X'S analysis, it is confirmed that SF6 or NF 3 plasma treatment after RIE induces the
decrease of carbon and fluorine contents and increase of silicon content on etched Si surface.
This means that SF 6 or NF3 plasma treatment is effective to remove the rt ,Jue layer on the
reactive ion etched silicon. During the RTA/wet treatment after SF, or NF 3 plasma treatment,
fluorine in residue layer evaporates due to the thermal decomposition but carbon remains on
silicon surface. This induces the formation of C-C/H. Therefore, after RTA/wet clear, treat-
ment, fluorine is not detected on the silicon surface. SIMS results show that penetrated impu-
rities in the contaminated silicon substrate reduce through the additional RTA treatment. it
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can be explained by the out-diffusion of fluorine. And Rc of 1.2 x 1.2 un 2 contact hole de-
creases and barrier height of PtSi/n-type Si schottky diode increases after the RTA/wet clean
treatment. The decrease of Rc and increase of barrier height with RTA treatment may be re-
sulted from the removal of the residue layer on the silicon and the recovery of contaminated
silicon layer. These results indicate that RTA after SF6 or NF3 plasma exposure is an effective
method to recover of reactive ion etched silicon.
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ABSTRACT

Reactive ion etching of features down to 100 nm in linewidth in tungsten has been
studied using an SF6 based chemistry. The studies were carried out in a PlasmaTherm 500 etcher
operated at low pressure (2 mTorr) and power (100 mWatts/cm2). Key processing parameters
have been identified to achieve the resolution and aspect ratio required for high contrast x-ray
masks. The critical parameters include sample temperature, gas dilution and end point detection.
However, even with all of these parameters optimized, additional sidewall passivation is required
to obtain the necessary 6.5:1 aspect ratio. A novel method of achieving such passi ation based
on an intermittent etching process is described.

INTRODUCTION

Tungsten etching is of interest for a number of applications including the subtractive
patterning of absorbers on x-ray lithography masks. To achieve a high resolution, high contrast
x-ray mask for synchrotron x-ray lithography, high aspect ratios are required in thick (300-700
rim) W absorbers for 100 nm feature sizes. As a result, anisotropy and undercutting are the key
process factors which must be controlled. The important processing parameters for W etching
have been studied and optimized. These include sample temperature, gas mixture, etch time and
sidewall passivation.

EXPERIMENTAL

Pattnng

Samples consist of silicon wafers with a 650 nim thick layer of low-stress W film grown
over a 20 rim thick Cr film etch-stop layer [1]. For sub-micron features, the wafers are spin
coated with poly-methyl-methacrylate (PMMA), a positive e-beam resist, and patterned in a
JEOL JBX5DII e-beam writer at 50 keV [2]. The e-beam patterns written in PMMA consist of
arrays of dots or lines with sizes ranging from 5 pm down to a minimum width of 100 nm. After
development of the PMMA, 65 nm of Cr is deposited onto the sample in an e-beam evaporator,
and the etch mask pattern is defined by lift-off in acetone.

Etching

A PlasmaTherm 500 reactive-ion-etching (RIE) system is used for dry etching of the
tungsten layer with etch chemistry based on SF6. A parameter space study was done varying the
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substrate temperature, the total power to the sample, the SF 6 flow rate, combinations of gas
(H12, CHF3, 02, He, or N2 added to the SF6), etching termination time and continuity of run.

During etching the substrate is backide-cooled, using a recirculating chiller capable of
maintaining a sample temperature between 309 and -25*C. Samples are warmed to room
temperature before venting the system. The vacuum base pressure is -5x10 -6 Torr, and the
system is operated at 2 mTorr during the etching process. The 2 mTorr pressure is the minimum
pressure that can sustain a plasma discharge in this system. It is a lower pressure than that used
for standard RIE etching and was expected to give higher anisotropy [3]. Total power density is
maintained at 100 mW/cm2 during the etching process, resulting in a sample bias of -85 V (not
independently controllable in this RIE system).

Characterization And Evaluation Methods

A HeNe (X = 633 run) laser monitors changes in the surface reflectivity of the sample
surface and aids in determining the point at which the W is completely etched away and the Cr
etch stop layer has been reached [4]. In addition to the laser monitoring system, several other
tests are used to evaluate the extent of the etching. A Tencor Alpha-Step Profilometer is used to
measure the depth of the step in the etched features (this includes the thickness of the Cr etch
mask layer on top), and a Leica 360 FESEM is used to assess whether the W is completely
removed. The W residue has a grasslike appearance, whereas the Cr etch stop layer is easily
distinguished because of its smooth, flat surface.

The samples are viewed at a -W90 tilt in the SEM to measure the features and examine the
shape of the etched edges in cross-section. Percent undercutting is determined from the SEM by
comparing the width of the etched tungsten feature with the width of the Cr mask feature.

RESULTS

SF6 is an effective and moderately fast etching gas for W. The etch rate in this system
with 5 sccm SF6 is >1000A/min. SF6 selectivity of W over Si (and many w-ray mask membrane
materials) and e-beam resists, however, is poor. Furthermore, the W etching is not anisotropic,
resulting in severe undercutting even at the 2 mTorr operating pressure. The addition of the Cr
etch-stop layer between the W and the Si substrate eliminated the problem of selectivity over Si.
Cr is not etched at all with the SF6, which is also the reason Cr is used as the etch mask instead
of an e-beam resist. The anisotropy of the process is greatly improved by cooling the substrate to
low temperatures (<-200 C) while etching [5]. The effect of sample temperature on undercutting
is shown by comparing fig. la. and fig. Id. Clearly the lowest temperature decreases the amount
of undercutting and improves the anisotropy.

To further reduce the degree of undercutting, other gases were added to the SF 6 and the
etched features were evaluated. The most effective combination is a 4:1 mixture of SF 6 :H2. The
effect of adding H2 to the SF 6 is shown by comparison of fig. lb (SF6, no H2) to fig. Id (20% H2
in SF 6). The sidewall undercutting was further reduced by accurate endpoint detection. With
laser monitoring, the etch stop point can be controlled. Figs. Ic & Id show a comparison of
features after overetching (1c) and etch termination at the Cr etch stop layer (Id). This is shown
graphically in fig. 2.

Using the above optimized process, 250 ni linewidth features can be etched with only a
moderate amount of undercutting (28% dimension loss). However, the undercutting can be
almost eliminated by etching intermittently in 5 minute etch intervals. Between intervals the
sample is warmed to room temperature and the system is vented. Fig. 3 compares the results of
intermittent and non-intermittent etching. With an intermittent etching process, 100 nm
linewidth features with a 6.5:1 aspect ratio and straight, vertical sidewalls can be reproducibly
etched into W (Fig. 4).
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Fig. 1 SEM micrographs show 250 n patterned lines etched in W, using SF6 + H2 and sample
temperature -20 to -250C (except as noted): a) 150Sample temperature b) SF6 with no
H2 added c) etched beyond termintation point d) lase terminated.
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Fig. 3 SEM micrograph demonstrating a) intermittent vs. b) non-intermittent W etching
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Fig. 4 SEM micrograph showing 100 nm

lines etched in W using optimal
etching conditions.

DISCUSSION

The critical parameters for etching straight sidewalls in W are low substrate temperature,
gas mixture to SF 6, endpoint detection and intermittent etching. The reduced undercutting
achieved by low substrate temperatures confirms the work reported by C. Jurgensen, eL aL [5].
The addition of H2 is very important to reduce the undercutting. Similar results were not
obtained by adding CHF 3 or He to the SF. It appears that the H2 either passivates the sidewalls
or combines with fluorine radicals in the etching gas.

Experimental results show that profile undercut predominantly occurs after the W has
been etched away and the Cr etch-stop layer reached. Based upon these experimental
observations we have developed a phenomenological model which explains the undercutting
effect. The model assumes that ions are incident normal to the substrate (consistent with the low
pressure and power. 2 mTorr and 100 mW/cm 2, respectively) and that these ions can be re-
emitted from the substrate. As the etching progresses and the W is consumed, eventually the Cr
etch-stop layer is reached. Since the F ions do not etch the Cr, there exists a large concentration
of F ions at the Cr interface. This concentration gradient causes a re-emission of these F ions

from the surface. Computer simulations of this re-emission effect assume a cos2O angular

Cr etch mask
W Etch Profle

500

400

Cr etch-20
stop -0.

0 E____.
200 400 so0 Soo 1000

Fig. 5 Schematic diagram (left) of computer model which explains the effect of endpoint
termination on the undercutting. Computer simulated cross-section profile (right) of

feature etched 33% beyond time endpoint was reached.
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distribution for the re-emitted ions and an exponentially decaying (from the Cr surface) density
function. The output of de computer modeling, as shown in Fig. 5, agrees qualitatively with the
etch profile evolution that has been observed experimentally.

The best sidewall profile was obtained by intermittently exposing the sample to air.
Similar results could not be obtained by intermittently exposing the sample to 02 or N2. It is
likely that water vapor plays an important role in the sidewall passivation.

CONCLUSION

It has been shown that 100 am linewidths can be anisoutopically etched 650 nm deep in
W, with small amount of lateral undercutting in the W feature sidewalls. The anisotropy is
optimized by a combination of cooling the sample to -250C, diluting the SF 6 gas with H2 (4:1)
and intermittent etching. None of the above elements of this technique, when used alone, was
sufficient to achieve 100 nm linewidths with straight sidewalls and no dimension loss. A
passivation method in which the sample was intermittently exposed to air was demonstrated
here. Cr is an effective etch mask and etch stop layer because of the selectivity of SF 6 for W.
Even with the Cr etch stop layer, however, it is critical to terminate the etching at the endpoint.
This is necessary to prevent the increased W sidewall etching occurring near the W/Cr interface
resulting from re-emission of F radical ions from the Cr surface. A model was developed to
explain the process. A simple laser reflectometry technique has been demonstrated to be
effective for the endpoint detection necessary for accurate termination.
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ABSTRACT

It is known that one of the main shortcomings of chemically amplified resist systems is their sensitivity
to airborne base contaminants. The contaminants cause unpredictable inewidth variations deeming the
resist incompatible with manufacturing. Besides other issues, this drawback has greatly contributed to the
slow introduction of DUV into manufacturing and discouraged most semiconductor manufactures from
including DUV in their strategic plans. In this paper, we present a new positive tone chemically
amplified photoresist system which is resilient to airborne base contaminants and it shows stable
linewidth for more than 24 hours delay between exposure and development. This resist has high
sensitivity (17-18 mi/cnM), high contrast (7), high resolution (0.35 urn with X 248 nm and NA = 0.37)
and large process latitude in deep-UV lithography. This resist also exhibits high resolution (0.1 um in
0.35 urn thick resist) in E-beam lithography at a sensitivity of about 10 uC/cn 2 . Both lithographic
systems (decp-UV and E-beam) yield nearly vertical profiles in the resist images.

INTRODUCTION

The fabrication of microelectronic devices has been advanced to submicron lithography. Thousands of
devices are manufactured with several millions of transistors integrated within a single chip. This would
not have happened without the advancement in the microlithography area. Right now, with the
availability of high NA I-line tools, 0.4 micron resist image can be constantly produced with relatively
large process latitude. However, the ultimate resolution limi: is mainly governed by the wavelength of
the exposure light. Therefore, DUV (248 nm) exposure systems should be capable of printing smaller
dimension (less than 0.35um) as compared to I-line (365 nm) system. Despite this simple fact, most
manufacturers in the semiconductor industry are still reluctant to adopt Deep-UV system due to many
reasons, among them the lack of market availability of environmentally stable resist. The environmental
stability problem is not significant for the conventior I diazonaphthoquinone resist systems. It manifests
itself for chemical amplified resist systems'. The "chemical amplification" mechanism involves an acid
generation during exposure and a thermal catalytical rerv.tion during post exposure bake. Several of these
type of resist systems based on tert-butoxycarbonyl (t-BOC) protection on phenol functionality have
been reported.' - ' Besides t-BOC system, the acetal groups and t-butyl carboxylic ester groups were also
investigated in the chemically amplified positive tone resist systems.4 -8 The advantages of chemically
amplified resist systems are high sensitivity, high contrast and high resolution. Most of these resist
systems also have large development latitude, i.e. the development time can be changed from 100% to
300% beyond end point without significant change in the linewidth (LW) of the resist image. Ilowever,
this type of resist system suffers from dramatic linewidth variation mainly caused by airborne base
contaminants.' Actually, many other factors besides airborne base contaminants affect finewidth control,
e.g. acid diffusivity, acid volatility and strong acid induced crosslinking etc. To solve this problem, many
approaches have been adopted or suggested, e.g. applying a protective top layer, installing an air
filtration system or using a photoacid generator which generites weaker acid. These approaches only
reduce the effect and do not solve the fundamental problem. In this paper we present a resist system,
referred to as KRS, based on totally new approach. We designed a system which has extremely high
reaction rate. Therefore, the chemical amplification occurs right after exposure at room temperature
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eliminating the need for post exposure bake (PER) and the effects of associated delays. Since the
protecting group is acid labile at room temperature, the effect of the resist sensitivity to air born base
contaminants is signiflcantly minimized. This resist system has demonstrated good lithographic
performance in E-beam and deep-UV exposures.

RESIST COMPOSITION

KRS resist uses polyhydroxystyrene (PHS) as base resin. This makes the resist compatible with
deep-UV requirements: low absorption at 248 nm wavelength and high TS & etch resistant to 0. The
dissolution inhibition of KRS resist is achieved by attaching an acid labile group to the phenol functional
site. This protecting group is extremely acid labile thus giving the resist a tremendous advantage over
other chemically amplified resists with regard to PEB and environmental stabilities. In most of the
reported literatures, onium salts appear to show some negative tone behavior in the photoprocess.'." '

Onium salts are commonly categorized as ionic acid generators which include diaryl iodonium salts,
triatylsulfonium msa and the like. For various reason, most of the current efforts in deep-UV positive
tone system are shifting to nonionic photoacid generators. One common observation is that the
environmental stability of the resist is improved by using these nonionic acid generators, especially those
that generate weaker sulfonic acids. However, the choice of photoacid generator appears to have
insignificant or no effect on the lithographic performance of KRS resist. In addition, the environmental
stability of KRS resist is independent of the acid generator used. The formulation used in this study
contains triphenylsulfonium trifate acid generator and propylene glycol monomethyl ether acetate
solvent.

PROCESS CONDITIONS

The resist sensitivity and linewidth of most chemically amplified resist systems are very sensitive to PAB
and PEB temperature. Therefore, precise temperature control of the hot plate is of utmost importance
for a stable and reproducible process. As mentioned earlier, KRS resist system exhibits a large bake
latitude rendering the need for high precision hot plates as unnecessary. In addition, KRS exhibits a large
develop time latitude. Overall, these attributes of KRS do not put required stringent conditions on the
process line. The process conditions for DUV and E-beam applications are listed in Table 1.

RESUIXS AND DISCUSSION Table i. Process description for Deep-UV and E-beam
exposure systems.

'The chemical amplification process usually
involves the breaking of a chemical bond, DUN E-beam
mainly C-O-C linkage to regenerate either
phenol or carboxylic acid. The detached P HMDS HMDS
species are usually volatile liquids or gases.
When these materials escape from the Undetayer ARC If required -
exposed area, it causes film shrinkage. If the
film shrinkage is too large, a complicate PAS 10M"C2 min. 110C/3 min.
adverse situation may occur, e.g. difficulty in Exposure Canon 0.37 NA EL-3 E-beam 50 key
linewidth control and stress related 17-20 rq/cn2 9-12 uC/cr
mechanical failures. Pure t-BOC system has
film shrinkage around 30% and the PEB not required -
commerially available CAMP-6 system has Develvp 0.14 N for 80 s 0.14 N for Gs
film shrinkage around 15-20%. The film
shrinkage of the exposed area of KRS is
around 7 to 10% depending on the amount of protecting group incorporated in the resist system. In
B-beam process, the shrinkage is even less due to higher PAB. Therefore, we do not believe the amount
of film shrinkage here will cause any foreseeable problems in the manufacture process.
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Deep-UV Uitbogrzy P0S1LXPO ,LRE DEVELOP DELAY TEST

To prove the resilience to aurborne 30 IS tv Delay

base contaminants, KRS was treated _U,_

side by side with T-BOC system with
l-methyl-2-pyrrolidinone (NMP) vapor

exposure before Deep-UV radiation and
then each resist was processed with its
own typical procedure. While T-BOC
system failed to resolve images after 45
second of NMP exposure, KRS
maintained the same linewidth even
after 255 second of NIMP exposure.

The linewidth is also remarkably
stable against delays between exposure
and develop. KRS can maintain + /-
10% linewidth after 18 hours delay, see
Figure I. Even when PEB is
introduced the finewidth was found to

exhibit the same stability, i.e. no change
in linewidth even after more than 24
hours delay. This is ten times better
than a good t-BOC system, which
usually can stand one to two hours
PEB delay depending on the
environmental condition. Figure 1. Scanning electron micrographs of KRS resist

images for 30 minute and 18 hour delays between
FiguTe 2 depicts a plot of normalized exposure and development

film thickness as a function of delivered dose, showing a contrast of around 7. The contrast is due to
actual change in dissolution rate of bulk material upon exposure and not to the formations of surface
skin as commonly observed for the diazonaphthoquinone system. As shown in Figure 3, the end point
detection measurement on the unexposed resist exhibits a much faster dissolution rate on the surface than
the bulk material. A plot of the dissolution rate vs. depth of the film is shown in Figure 4.

1.0 ...' KRS 
iv

1 

t

- 1 20 110 40 5Cl(nmi.)

Log Dose l1

Figure 2. A contrast curve for KRS resist. Figure 3. Output of the laser end-point detection system
for KRS resist.
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The lithographic perfomance of KRS.
resembles that of T-BOC type resist. It A
has dose latitude greater than 28% for 0.4 aV
urn inags usin 0.37 NA Canon(TM) ' 300
excimer laser stepper. The focus latitude Ix
is about 1.1 to 2.4 un at this image size.
The resolution of KRS (0.35 urn) is better C
than or comparable to T-BOC system, __ 2..W_
with a K factor of 0.52. The relationship 2
between resist image and mask dimension 0
is linear down to 0.35 um. The size of the Wf 1
0.35 urn is slightly off due to the C
limitation of the 0.37 NA tool. The dose
latitude for 0.35 um is between 15 and ,__
20%, which is slightly lower than the 0 .5 10 urn
required +1- 10% dose latitude. The Thickness
sensitivity of the resist is around 18 mj. It
swings between 14 mj and 22 mj Figure 4. A plot of dissolution rate vs. film depth
depending on the resist thickness. (distance from surface), derived from Figure 3.

E-beam Uthogaphy

Most of DUV resist systems can be KRS for E-beam
extended to E-beam applications. KRS EL*-3 04C.V

has been exposed with E-beam radiation
at different accelerating voltages. KRS
resist system combines the advantage of 4 ,
chemically amplified and conventional
resist. As mentioned earlier, it exhibits
high contrast and sensitivity and at the -

same time can be processed without PEB. -

Figure 5 shows a plot of LW vs. dose i
obtained from exposures with EL-3
E-beam system at 50 KeV. KRS exhibits 2W

a large dose latitude which is required for
E-beam exposures to accommodate errors
resulting from proximity correction.

Although the resist sensitivity can be __
tuned, the sensitivity of current o 1 12 I, 5 6

formulation is in the range of 8-12 oseuCkm2)
uC/cm2 . Ifigh resolution imaging has
been demonstrated repeatedly" .  

L"A L SOX
Resolution down to 0.1 um has been
demonstrated in 0.3 um thick film as
shown in Figure 6. Figure 5. Exposure latitude of different features imaged

in KRS with EL-3 E-beam system at 50 KeV.
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Other Lithagruph c System

Although KRS has been
mainly formulated for DUV
and E-beam, it
demonstrated reasonable
lithographic performance
when exposed to other
sources of radiations.
Sensitivity to I-line
exposures has been
achieved by incorporating
an I-line sensitive photoacid
generator. Preliminary
lithographic results are very
promising and demonstrate
the potential applicability of
KRS to I-lin, -stems. Figure 6. Scanning electron micrographs or 0.1 urn feature printed in

KRS using E-beam at 50 KeV.
The DUV formulation was found to be sensitive to X-ray radiation from a compact synchrotron

radiation ring source. Initial evaluations performed at the IBM facility demonstrated that KRS exhibits
high contrast and requires a dose about 100mj/cm2 upon X-ray exposures. Finally, KRS is expected to
be sensitive to ion beam radiation, however no work has been done in this area.

Nevertheless, further work would be required to optimize the performance of the resist for the above
lithographic systems.

CONCLUSION

We have presented a new resist system based on a novel approach to address the inherent problem
with commercial DUV resists. The resist exhibits sensitivity to different type of radiation, among them
DUV, E-beam nd X-ray. Iligh resolution imaging with large process latitudes have been demonstrated
with KRS resist in DUV and E-beam lithography.
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density, 305 polycrystalline
energy, 421 silicon, 379implantation, 87, 261 mulilayers, 47
implanter, 409 polyimide, 317IR reflection spectroscopy, 93 polysilicon, 255, 397IrO2, 347 power spectral density, 391

iron(-) proem
boron pairs, 439 control, 99
concentration determination, 439 monitoring, 65interstitials, 439 pyrometry interferometry, 105

kinetic ellipsometry, 3 quadrapole mass spectrometer, 329
quantum

Langmir probe, 305 dots, 181
laser wires, 181

ionization, 359
light scattering, 3, 133 radiation detectors, 65lateral Raman scattering, 193, 255, 267, 273, 279, 285
confinement, 181 rapid
quantum confinement, 187 optimization, 451

lattice matched, 225 thermal annealing, 193lifetime, 379 reactive
light scattering, 53, 119 decapping, 335lithography, 493 ion etching, 167, 187, 311, 323, 445, 471,S477 , 487
magnetron sputtering, 347 real time, 33, 99, 317man.y body effects, 205 characterization, 27
medium-energy ion spectroscopy, 409 monitoring, 3
mercury probe, 379 reflectance, 33, 105microscope spectrophotometry, 111 anisotropy spectrometry, 59minimal data, virtual interface, 3 difference spectroscopy, 3minority carrier, 379 spectral, 99, 111
MOCVD, 3, 279, 241 reflectivity, 397
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refractive index, 75, 87 reactivity, 311
Rutherford backscattering spectrometry, 167 roughness, 119, 391, 397

synchrotron, 457
scanning electron microscopy, 427, 433
scattered laser light, 125 ternary semiconductor compounds, 433
Schok diodes, 421 thermal diffusivity, 317
selected area electron diffraction, 433 thickness, 75, 87
self-bias, 299 thin films, 27, 33, 317
SF6 and NF gas plasma, 481 etching, 477
SF,:H2 , 487 time-of-flight mass spectroscopy, 359
sheet resistance, 75 TiN, 133
Si(110), 59 topography, 397
silicon, 33, 105, 167, 175, 233, 261, 311, 373, transmission

385, 415, 439, 481 electron microscopy, 255, 293
diffusion, 391 lines, 421
surfaces, 59, 391 transparent films, 15

SIMS, 481 triple crystal x-ray diffraction, 445
plasma probe diagnostics, 323 tungsten, 487

simulation, 471 two dimensional electron gas, 205
single uantum well, 111, 199
Si-NL52, 385 uniformity, 305SiO 1Si N/SiO2/Si, 27
Sii Ge 53 variable angle spectroscopic ellipsometry
smoothetchi, 465 (VASE), 15
solar cell, 379, 415 via holes, 341
specific contact resistivity, 421 volatile reaction products, 323
spectroreflectometry, 3
spectroscopic ellipsometry, 3, 15, 33, 47, 53, 59, wafer temperature, 10565, W6
sputter yield, 471 XPS, 481
strain(-), 225 x-ray

generated electric fields, 217 diffraction, 285
stress, 267 topography, 457
superlattices, 217, 279, 285
surface YBCO, 347

differential reflectance, 3
emitting laser, 105 Zener diodes, 427
photoabsorption, 3 ZnSe, 125
photovoltage, 439

505


